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Abstract—A wireless relay network allows relays to cooperate
with each other, emulate a virtual array of transmit antennas, and
perform distributed space–time modulation of the source signals.
In this paper, two types of relay networks are considered—one
with no channel state information (CSI) (i.e., the noncoherent
networks) and one with only the information of the relay-to-
destination channels (i.e., the partially coherent networks) at the
destination. First, a new optimal power-allocation (PA) scheme is
derived to maximize the average signal-to-noise ratio (SNR) at the
destination while minimizing the amount of fading experienced
over the network. Second, the Fourier-based unitary space–time
modulation (USTM), which was originally proposed for multiple
colocated transmit antennas, is applied to wireless relay networks.
The receivers for such distributed USTM over noncoherent and
partially coherent networks are developed, and their error per-
formances are shown to be asymptotically the same. The impact
of different PA schemes on the error performance of distributed
USTM is thoroughly illustrated with simulation results.

Index Terms—Amount of fading, distributed space–time coding
(DSTC), power allocation (PA), unitary space–time modulation
(USTM), wireless relay networks.

I. INTRODUCTION

THE CONCEPT of cooperation in communications
[1]–[5] has recently drawn much research attention due to

its potential to improve the efficiency of wireless networks. In
cooperative communications, users can cooperate to relay each
other’s information signals, create a virtual array of transmit
antennas, and, thus, achieve spatial diversity. Such virtual an-
tenna arrays can dramatically improve the reliability of signal
transmission from each user [4] and the network throughput
[1]–[3]. In [3]–[7], a new cooperative strategy, which is referred
to as “distributed space–time coding” (DSTC), was proposed,
where the conventional space–time coding for colocated anten-
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nas is implemented among the users (or relays) in a distributed
manner. Yiu et al. [8] presented a new type of distributed
space–time block codes (DSTBCs) for wireless networks with
a large number of users, where each user is assigned a unique
signature vector.

While most of the works on cooperative communications in
the literature assume the availability of perfect channel state
information (CSI) of all the channels at the relays and/or desti-
nation, a few of them have considered the scenarios where only
imperfect channel estimation or no CSI is available. Differential
modulation scheme for a two-user cooperative system was
discussed in [9], whereas a noncoherent energy detector for
binary frequency-shift keying signaling with a piecewise linear
combiner was considered in [10]. Reference [11] investigated
the noncoherent and mismatched coherent detectors for distrib-
uted STBC with one relay, where it is shown that the system can
achieve a diversity order of 2. However, the derivations [11, eqs.
(19) and (20)] for the suboptimal receiver in the noncoherent
detection turn the problem into the partially coherent one.
The partially coherent relay network was investigated in detail
in [12], where a differential coding scheme was proposed to
take advantage of the cooperative diversity. For noncoherent
relay networks, a fully diverse distributed coding scheme based
on division algebra was proposed in [13] and [14]. Similar
to the work in [6], references [12]–[14] consider amplify-
and-forward (AF) protocol with linear processing at the
relays.

Noncoherent reception for DSTC was also proposed in
[15], where the decode-and-forward (DF), selection relaying
(SR), incremental DF, and incremental SR protocols were em-
ployed, and unitary space–time modulation (USTM) was im-
plemented in a distributed fashion among the relays. A similar
approach using the DF protocol was also reported in [8] and
[16]. However, the drawback with these approaches is that the
relay only forwards if it decodes the source signal correctly in
the SR protocol, or it always forwards in the DF protocol. Given
the random nature of the channels in wireless relay networks,
for instance, when the channels between the source and some
of the relays are bad, it is highly probable that the relays would
decode incorrectly and, thus, would not forward in the SR
protocol or would forward the incorrect version of the source
signal in the DF protocol. This will compromise the diversity
advantage of DSTC. Moreover, the incremental DF and in-
cremental SR require feedback from the destination to all the
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relays. The AF protocol is generally preferred over other pro-
tocols since it is always able to achieve the maximum diversity
order and feedback from the destination is not required.

Power allocation (PA) is also an important issue in designing
wireless relay networks. Given a limited power budget, it is
necessary to optimize the transmit power at all nodes, includ-
ing the source and relays, under some performance criterion.
Distributed adaptive PA for relay networks was first studied
in [17] for both AF and DF protocols, in which the authors
proposed an optimal PA scheme that significantly increases the
signal-to-noise ratio (SNR) at the destination over the equal
PA. It is noted, however, that the optimal PA for DSTC [6],
[12]–[14] in an arbitrary relay network has not been fully
studied.

This paper focuses on wireless relay networks with the
AF protocol. Two types of wireless relay networks are
considered—one with no CSI (i.e., the noncoherent networks)
and one with only the information of the relay-to-destination
channels (i.e., the partially coherent networks) at the destina-
tion. The main contributions of this paper are as listed follows.
First, this paper shows that in maximizing the average SNR at
the destination, it is possible that not all the relays are active.1

The optimal PA to the active relay(s) is also obtained. The
amount of fading is then introduced to the relay networks and
is used as a constraint to derive a novel optimal PA scheme.
Not only does this scheme maximize the effective average
SNR at the destination, where the relays can be anywhere
between the source and the destination, but it also leverages
the fading of each source–relay–destination (S → R → D)
link. Second, it shows how to incorporate the Fourier-based
USTM into wireless relay networks in a distributed manner.
Developed are the maximum likelihood (ML) receiver for the
distributed USTM (DUSTM) over partially coherent relay net-
works and the generalized likelihood ratio test (GLRT) receiver
for the noncoherent relay networks. Performance comparison
of the DUSTM over the two types of relay networks reveals
that although the knowledge of relay-to-destination channels
improves the symbol error rate (SER) compared with the
case of fully noncoherent networks, this advantage dimin-
ishes as the total system power becomes large enough. In
fact, it is shown that their performances are asymptotically
the same when all the relays are active. Full diversity order
equal to the number of relays is achievable in both networks
if the coherence time is larger than twice the number of
relays.

Notations: Superscripts (·)T , (·)∗, and (·)H stand for trans-
pose, complex conjugate, and complex conjugate transpose
operations, respectively; IM stands for the M × M identity
matrix; diag(d1, d2, . . . , dM ) denotes an M × M diagonal
matrix with diagonal entries d1, d2, . . . , dM ; det(·) and tr(·)
denote the determinant and the trace of a square matrix; Ex[·]
and varx[·] indicate the expectation and variance of random
variable x, respectively; and CN (0, σ2) denotes a circularly
symmetric Gaussian random variable with variance σ2.

1Hereafter, a relay is said to be “active” if it is distributed a nonzero power
by the PA scheme. Otherwise, the relay is said to be “inactive.”

Fig. 1. Block diagram of distributed space–time modulation in a wireless
relay network with R + 2 nodes.

II. SYSTEM MODEL

Consider a wireless relay network with R + 2 nodes, as
illustrated in Fig. 1. The system has one source node, one
destination node, and R relay nodes. Each node is equipped
with only one antenna, which can be used for both reception
and transmission. The relays are assumed to work in the half-
duplex mode, i.e., they cannot receive and transmit signals
simultaneously. Assume that there is no direct link from the
source to the destination as signals from the source are relayed
to arrive at the destination. It is further assumed that all the
channels from the source to the relays and from the relays to
the destination have the coherence time longer than T .

Let S = {s1, . . . , sL} be the codebook consisting of L dis-
tinguished codewords of length T employed by the source,
where sH

l sl = 1, for l = 1, . . . , L. In the first stage, the source
transmits the vector

√
P0Ts over T symbol intervals such that

P0 is the average power per transmission. Every relay listens to
the transmitted signal from the source. The received signal at
relay i can be written as

ri =
√

P0Tfis + wRi
(1)

where fi is the channel coefficient between the source and
the ith relay, which is modeled as CN (0, σ2

Fi
). The noise

vector wRi
contains independent identically distributed (i.i.d.)

CN (0, N0) random variables.
The AF protocol [2] with linear signal processing is used at

each relay. In particular, similar to [6], a unitary relay matrix
Ai of size T × T is used to linearly process the received signal
at the ith relay. Then, the transmitted signal at the ith relay can
be written as

ti =

√
Pi

P0σ2
Fi

+ N0
Airi =

√
εiAiri, i=1, . . . , R (2)

where the normalization factor εi = Pi/(P0σ
2
Fi

+ N0) main-
tains the average transmitted power of Pi at the ith relay.
Let gi ∼ CN (0, σ2

Gi
) be the channel coefficient from the ith

relay to the destination, and let w, whose elements are i.i.d.
CN (0, N0), represent the additive white Gaussian noise vector.
With perfectly synchronized transmissions from the relays, the
received signal at the destination can be expressed as

y =
R∑

i=1

giti + wD = Xh + w (3)
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where

X = [A1s, . . . ,ARs]

h =
[√

ε1P0Tf1g1, . . . ,
√

εRP0TfRgR

]T
w =

R∑
i=1

√
εigiAiwRi

+ wD. (4)

It is assumed that the fading coefficients {fi}R
i=1 and {gi}R

i=1

and the noise vectors {wRi
}R

i=1 and wD are independent of
each other. Since wRi

is circularly symmetric and Ai acts as
a rotation matrix, the rotated noise vector AiwRi

has the same
distribution as that of wRi

. The average noise power can be
calculated as

γ = E
[
‖w‖2

]
= N0

(
1 +

R∑
i=1

εi|gi|2
)

. (5)

On the other hand, the instantaneous signal power is

ρ =
1
R

R∑
i=1

εiP0T |fi|2|gi|2 =
P0T

R

R∑
i=1

εi|fi|2|gi|2. (6)

Accordingly, the instantaneous SNR at the destination is ρ/γ.
Thus, the exact average SNR can be calculated by averaging
ρ/γ over random variables {gi}R

i=1 and {fi}R
i=1 as follows:

η = E{gi}R
i=1,{fi}R

i=1

[
ρ

γ

]

=
P0T

RN0
E{gi}R

i=1

[ ∑R
i=1 εiσ

2
Fi
|gi|2

1 +
∑R

i=1 εi|gi|2

]

=
P0T

RN0

∞∫
0

· · ·
∞∫

0

∑R
i=1 εiσ

2
Fi

σ2
Gi

λi

1 +
∑R

i=1 εiσ2
Gi

λi

× e−λ1 , . . . , e−λRdλ1, . . . , dλR. (7)

Note that the integral follows from the fact that |gi|2 is
exponentially distributed with mean σ2

Gi
, while the variable

change λi = |gi|2/σ2
Gi

makes λi exponentially distributed with
mean 1. Although the exact average SNR can be evaluated
numerically by the Gauss–Laguerre integration method [18], a
closed-form expression of η in (7) is hard to obtain. Instead,
the following approximation of η, which resulted by taking the
first term of the Taylor series expansion of the expectation in
(7) [19], shall be considered:

η ≈
E{gi}R

i=1,{fi}R
i=1

[ρ]

E{gi}R
i=1,{fi}R

i=1
[γ]

=
P0T

RN0

∑R
i=1 εiσ

2
Fi

σ2
Gi

1 +
∑R

i=1 εiσ2
Gi

. (8)

Let P =
∑R

i=0 Pi be the total transmitted power spent in the
network. It is observed that increasing P makes the average
SNR at the destination higher. However, it is not clear how
the total power between the source and the relays is split to
maximize the average SNR. Such a PA problem is analyzed in
Section III, where the approximation of η in (8) is used as the

objective function. Numerical results presented in Section VI
confirm the accuracy of the approximate SNR in (8) under all
the PA schemes proposed and examined in this paper.

III. OPTIMAL PA

As discussed before, the aim of PA between the source and
the relays is to maximize the average SNR at the destination,
given that the total power consumption

∑R
i=0 Pi is not greater

than the power budget P . Note that as the channel information
is not available at neither the source nor the relays, we can only
optimize the average SNR based on the channel statistics. From
(8), the problem of maximizing the average SNR is equiva-
lent to

minimize
P0,...,PR

f(P0, . . . , PR) =
1 +

∑R
i=1

Piσ
2
Gi

P0σ2
Fi

+N0

P0

∑R
i=1

Piσ2
Fi

σ2
Gi

P0σ2
Fi

+N0

subject to
R∑

i=0

Pi ≤ P, Pi ≥ 0, i = 0, . . . , R. (9)

The objective function of the aforementioned optimization
problem is nonconvex. However, if the source’s transmitted
power P0 is fixed, the objective function is linear-fractional
with respect to the relaying powers P1, . . . , PR. Thus, the
optimization problem is just a linear-fractional program, which
is a subclass of convex programming [20]. Before stating the
solution to (9), Lemma 1 is first presented as it is useful to
establish the analytically closed-form expression of the optimal
PA scheme.

Lemma 1: At the optimal solution to the optimization prob-
lem [see (9)], the inequality

∑R
i=0 Pi ≤ P is met with equality.

Proof: If P ∗
i is the optimal solution with

∑R
i=0 P ∗

i <

P , increasing P ∗
0 up to P −

∑R
i=1 P ∗

i makes the objective
function strictly smaller, which contradicts the optimality of
P ∗

i . This is because the objective function is a monotonically
decreasing in P0, which follows from the fact that its numerator
1 +

∑R
i=1(Piσ

2
Gi

/(P0σ
2
Fi

+ N0)) is monotonically decreasing

in P0 while its denominator P0

∑R
i=1(Piσ

2
Fi

σ2
Gi

/(P0σ
2
Fi

+
N0)) =

∑R
i=1(Piσ

2
Fi

σ2
Gi

/(σ2
Fi

+ N0/P0)) is monotonically
increasing in P0. �

In [6], the optimal PA for the case of σ2
Fi

= σ2
Gi

= 1, i = 1,
. . . , R, was given. The allocation, which is referred to as “equal
PA” in this paper, assigns half of the total power to the source
and equally divides the other half to all the relays. However, the
condition of σ2

Fi
= σ2

Gi
= 1 loosely implies that all the relays

are in the midway between the source and the destination. We
now examine more general cases of network topology, as sum-
marized in Table I. For convenience, hereafter, a relay network
is classified as balanced if σ2

F1
= · · · = σ2

FR
and σ2

G1
= · · · =

σ2
GR

. Otherwise, it is classified as unbalanced. The first network
considered is a balanced network, where equal power sharing
at the relays is assumed and joint power optimization between
the source and the relays is performed. For the second network
topology, which is unbalanced, we first fix the source power
P0 and then prove that the remaining power is allocated only
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TABLE I
NETWORK CONFIGURATIONS AND OPTIMIZATION PROBLEMS

to the best relay(s). We then introduce the “amount of fading”
concept into the relay networks to balance S → R → D links.
Taking into account the amount of fading constraint, a closed-
form expression for the joint power optimization between the
source and the relays is established.

A. Optimal PA in Balanced Networks

For a balanced network, the “average qualities” of S → R →
D links are the same. Thus, the relay power is equally shared
between the relays, and the optimization problem reduces to
how the power budget between the source and the relays should
be distributed. Denote σ2

F and σ2
G as the common variances for

S → R and R → D channels, respectively. Substituting P1 =
· · · = PR = (P − P0)/R into (8), the optimal PA problem is
equivalent to

minimize
P0

f(P0) =
(P − P0)σ2

G + P0σ
2
F + N0

P0(P − P0)σ2
F σ2

G

subject to 0 < P0 < P. (10)

In the special case of σ2
F = σ2

G, (10) returns to the same
problem in [6], and P0 = P/2 and P1 = · · · = PR = (P/2R)
constitute the optimal allocation scheme. If σ2

F �= σ2
G, it is sim-

ple to verify that the second-order derivative of f(P0) is always
positive. Thus, f(P0) is a convex function for 0 < P0 < P .
It is then straightforward to obtain the optimal value of P0 from
the first-order derivative of f(P0). The solution is

P0 =

⎧⎨
⎩
√

(Pσ2
F

+N0)(Pσ2
G

+N0)−(Pσ2
G+N0)

σ2
F
−σ2

G

, if σ2
F �= σ2

G

P/2, if σ2
F = σ2

G

P1 = · · · = PR = (P − P0)/R (11)

where one can easily verify that the condition 0 < P0 < P
is met.

B. Optimal PA in Unbalanced Networks

The PA problem in an even more general setting than the
cases previously examined is considered next. Here, σ2

Fi
and

σ2
Gi

, i = 1, . . . , R can take on any values. This consideration is
more practical than that of balanced networks since there are no
restrictions on the relay locations as well as the fading profiles
of S → R and R → D channels.

Since the objective function in (9) is nonconvex, it may not
be straightforward to directly solve the optimization problem.

Let us fix P0 and optimize the function over P1, . . . , PR first.
This is equivalent to fixing the source’s transmitted power and
optimizing the PA between the relays. We later optimize the
objective function over P0 to yield the optimal solution. The
optimization problem (9) can be rewritten as

minimize
x

f1(x) =
1

pT x
+

qT x

pT x

subject to 1T x = P − P0, x � 0 (12)

where

p =P0

[
σ2

F1
σ2

G1

P0σ2
F1

+ N0
, . . . ,

σ2
FR

σ2
GR

P0σ2
FR

+ N0

]T

q =

[
σ2

G1

P0σ2
F1

+ N0
, . . . ,

σ2
GR

P0σ2
FR

+ N0

]T

x = [P1, . . . , PR]T

1 = [1, . . . , 1]T ∈ R
R.

Note that the equality constraint follows from Lemma 1.
With the variable change z = (x/pT x), which implies

that pT z = 1 and (1/pT x) = (1T z/1T x) = (1T z/P − P0)
whenever 1T x = P − P0, the optimization problem in (12)
becomes the following linear programming:

minimize
z

(
1

P − P0
1 + q

)T
z = q̄T z

subject to z � 0 pT z = 1 (13)

where q̄ = (1/P − P0)1 + q.
An obvious optimal solution of the aforementioned prob-

lem is

z = [0, . . . , 0, 1/pi, 0, . . . , 0]T (14)

where the index i is taken such that q̄i/pi is minimum. Further,
the corresponding optimal value of the objective function in
(13) is q̄i/pi. If there are more than one q̄i/pi attaining the
minimum value, any distribution between the corresponding
relays will result in the same optimal value of the objective
function.

It can further be verified that when the relay network is bal-
anced, q̄i/pi is equal for all i = 1, . . . , R and any distribution
of the total relay power results in the same optimal value of
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the objective function, i.e., the same maximum value of the
effective SNR. Nevertheless, the scheme that equally shares the
power between the relays is most preferred, since it makes use
of all the relays and minimizes the amount of fading experi-
enced over the network, as introduced and discussed in more
detail in Section III-C and D. This equal-PA scheme is also
consistent with the previous analysis of the balanced networks.

From the aforementioned analysis, it is clear that with a fixed
value of P0, not all the relays might be active in an unbalanced
network. It is of interest to find which relay(s) are active and
how the total power should be distributed between the source
and the active relay(s). As shown above, for a fixed source
power P0, the active relay is identified by the index, which is
denoted by iact(P0), such that q̄iact(P0)/piact(P0) is minimum.
That is

iact(P0) = arg min
i=1,...,R

q̄i

pi

= arg min
i=1,...,R

(P − P0)σ2
Gi

+ P0σ
2
Fi

+ N0

P0(P − P0)σ2
Fi

σ2
Gi

. (15)

Note that if there are multiple minimizers in (15), those mini-
mizers assign the corresponding multiple active relays.

Regardless of the number of active relays, the optimization of
the source power can be solved by expressing the optimization
problem in (9) as follows:

min
0<P0<P

min
i=1,...,R

(P − P0)σ2
Gi

+ P0σ
2
Fi

+ N0

P0(P − P0)σ2
Fi

σ2
Gi

= min
i=1,...,R

min
0<P0<P

(P − P0)σ2
Gi

+ P0σ
2
Fi

+ N0

P0(P − P0)σ2
Fi

σ2
Gi

. (16)

For each i = 1, 2, . . . , R, let

μi = min
0<P0<P

(P − P0)σ2
Gi

+ P0σ
2
Fi

+ N0

P0(P − P0)σ2
Fi

σ2
Gi

. (17)

Observe that (17) is in the form of (10), where the common
variances σ2

F and σ2
G for a balanced network are replaced by

σ2
Fi

and σ2
Gi

for the specific S → R → D link via the ith relay.
Thus, for each i, the optimal source power, which is denoted by
P0,i, is given by

P0,i =

⎧⎪⎨
⎪⎩
√(

Pσ2
Fi

+N0

)(
Pσ2

Gi
+N0

)
−
(
Pσ2

Gi
+N0

)
σ2

Fi
−σ2

Gi

, if σ2
Fi
�=σ2

Gi

P/2, if σ2
Fi

=σ2
Gi

.
(18)

The corresponding value of μi is

μi =

⎧⎪⎪⎨
⎪⎪⎩

(
σ2

Fi
−σ2

Gi

)2(√
Pσ2

Fi
+N0−

√
Pσ2

Gi
+N0

)2
σ2

Fi
σ2

Gi

, if σ2
Fi

�= σ2
Gi

4(Pσ2
Fi

+N0)

P 2σ2
Fi

σ2
Gi

, if σ2
Fi

= σ2
Gi

.

(19)

The following proposition summarizes the optimal PA for an
unbalanced network.

Proposition 1: The optimal PA scheme for maximizing the
effective SNR in an unbalanced relay network would spend all
the relay power to the relays with the best overall S → R → D
channels. The indices of such active relays are found by iact =
arg mini=1,...,R μi, where μi is defined in (19). Furthermore,
given the index of an active relay, i.e., i = iact, the optimal
source power is found in (18). Any distribution of the remaining
power, i.e., the relay power, between the active relay(s) gives the
same optimal SNR at the destination.

It is clear from Proposition 1 that in unbalanced networks,
while the optimal PA scheme maximizes the long-term average
SNR at the destination, it may distribute no power to some
of the relays. This may affect the error performance of the
distributed code as its diversity order is reduced (since the
number of independent channels in the network is reduced).
Therefore, some additional constraints should be introduced
into the optimization problem to ensure that all the relays are
active, i.e., the relay power is allocated to all the relays, hence,
providing full diversity order. In Section III-C, the amount of
fading concept is introduced for the relay networks and used
as an additional constraint for the PA problem. The amount
of fading gives a convenient measure of the fading severity
experienced by the network, and it should be kept as small
as possible. It shall be shown that the amount of fading in
a relay network can be reduced inversely to the number of
relays. Then, the condition on the transmitted power at each
relay is derived to obtain a lower bound on the amount of
fading.

C. Amount of Fading in Relay Networks

The amount of fading is a common measure of fading sever-
ity in a fading channel model. In single-input–single-output
communication systems, the amount of fading is defined based
on the instantaneous fading amplitude α = |h| of the complex
fading coefficient h as [21]

κ =
var[α2]
(E[α2])2

. (20)

In multiple-input–multiple-output communication systems,
α2 is the summation of the instantaneous squared magnitudes
of all the channel coefficients between each pair of transmit
and receive antennas [22]. In the distributed space–time relay
network considered in this paper, by taking into account the
fading coefficients in each S → R → D link, α2 can be loosely
defined as

α2 =
R∑

i=1

Pi|fi|2|gi|2
P0σ2

Fi
+ N0

. (21)

By disregarding common factors, the amount of fading of the
considered relay network can be defined similarly to (20).

Since fi and gi are independent, for i = 1, . . . , R, the mean
value of α2 is given as

E[α2] =
R∑

i=1

Piσ
2
Fi

σ2
Gi

P0σ2
Fi

+ N0
. (22)
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The variance of α2 is

var[α2] =
R∑

i=1

P 2
i(

P0σ2
Fi

+ N0

)2 var
[
|fi|2|gi|2

]

=
R∑

i=1

3P 2
i σ4

Fi
σ4

Gi(
P0σ2

Fi
+ N0

)2 (23)

which follows from the fact that |fi|2 and |gi|2 are exponen-
tially distributed with means σ2

Fi
and σ2

Gi
, respectively, and

var[|fi|2|gi|2] = E[|fi|4]E[|gi|4]−(E[|fi|2]E[|gi|2])2= 2σ4
Fi

×
2σ4

Gi
− σ4

Fi
σ4

Gi
= 3σ4

Fi
σ4

Gi
.

Next, observe that the Hölder inequality (see [20, pp. 48])
can be used to obtain the following inequality:

R∑
i=1

|Xi|2 ≥

(∑R
i=1 |Xi|

)2

R
(24)

where the equality is achieved when |X1| = · · · = |XR|. Then,
by applying (24) to (23), one obtains the following lower bound
on the variance of α2:

var[α2] ≥ 3
R

(
R∑

i=1

Piσ
2
Fi

σ2
Gi

P0σ2
Fi

+ N0

)2

. (25)

Therefore, the amount of fading is lower bounded as

κ =
var[α2]
(E[α2])2

≥ 3
R

(26)

and the lower bound is achieved with

P1σ
2
F1

σ2
G1

P0σ2
F1

+ N0
= · · · =

PRσ2
FR

σ2
GR

P0σ2
FR

+ N0
. (27)

It is noted that the factor 3 in the amount of fading expression
for the relay networks is due to the “cascaded” fading charac-
teristic of the AF protocol employed. Furthermore, an amount
of fading equal to 1 here does not mean that the system has the
diversity order of 1 as in a typical point-to-point communication
system over a Rayleigh-fading channel.

D. Optimal PA With the Minimum Amount
of Fading Constraint

To minimize the amount of fading of the DSTC in wireless
relay networks, the PA scheme between the source and the
relays needs to satisfy (27). Apparently, the condition in (27)
makes the amount of fading in each S → R → D link to be
the same, which is an intuitively satisfying result. Therefore,
the optimization problem of maximizing the average SNR
is the same as in (9) but with the additional constraint for the
minimum amount of fading as in (27). Intuitively, this optimal
power scheme would allocate more power to the relay with a
weaker link and less power for the relay with a stronger link.
This is reasonable since only channel statistics are known at the
relays, and one would like to use all the relay channels reliably
to achieve full diversity order.

Define a =
∑R

i=1(1/σ2
Fi

), b =
∑R

i=1(1/σ2
Gi

), and c =∑R
i=1(N0/σ2

Fi
σ2

Gi
). From the minimum amount of fading con-

straint, one has

P1

P0σ2
F1

+N0

σ2
F1

σ2
G1

= · · ·= PR

P0σ2
FR

+N0

σ2
FR

σ2
GR

=
∑R

i=1 Pi∑R
i=1

P0σ2
Fi

+N0

σ2
Fi

σ2
Gi

=
P − P0

P0b + c

(28)

where the condition on optimality in Lemma 1 is used. It
follows that

Pi =
P − P0

P0b + c
·
P0σ

2
Fi

+ N0

σ2
Fi

σ2
Gi

, i = 1, . . . , R. (29)

Substituting P1, . . . , PR from (29) to the objective function
in (9), the new objective function can be written as

f(P0) =
1 +

∑R
i=1

P−P0
(P0b+c)σ2

Fi

P0R
P−P0
P0b+c

=
1
R

(
P0b + c

P0(P − P0)
+

a

P0

)
.

(30)

Ignoring the constant factor 1/R, the optimization problem can
be simplified to

minimize
P0

f(P0) =
P0b + c

P0(P − P0)
+

a

P0

subject to 0 < P0 < P. (31)

Since the second derivative of the objective function is
always positive in the domain of P0, the objective function is
convex. This problem can be solved easily, and the solution
is given in the following proposition.

Proposition 2: The optimal PA scheme for a relay network
that maximizes the effective SNR at the destination under the
minimum amount of fading constraint is

P0 =

{ √
(Pa+c)(Pb+c)−(Pa+c)

b−a , if b �= a
P/2, if b = a

Pi =
P − P0

P0b + c
·
P0σ

2
Fi

+ N0

σ2
Fi

σ2
Gi

, i = 1, . . . , R (32)

where

a =
R∑

i=1

1
σ2

Fi

b =
R∑

i=1

1
σ2

Gi

c =
R∑

i=1

N0

σ2
Fi

σ2
Gi

.

Proposition 2 provides simple closed-form expressions to
optimally allocate the total transmitted power in the network
to the source and relays. The scheme tries to maximize the
effective average SNR at the destination while maintaining a
balance between S → R → D links to minimize the amount
of fading. In Section V, it is shown that such a scheme is also
optimal in minimizing the upper bound of the SER performance
of a proposed DUSTM. It is also noted that as the minimum
amount of fading constraint is automatically met with the equal
PA at the relays in balanced networks, the closed-form optimal
PA scheme for such networks given in (11) is a special case of
the expressions in Proposition 2.



NGUYEN et al.: POWER ALLOCATION AND ERROR PERFORMANCE OF DISTRIBUTED USTM IN WIRELESS RELAY NETWORKS 3339

IV. APPLICATION OF FOURIER-BASED DUSTM
IN WIRELESS RELAY NETWORKS

This section begins with a brief review of Fourier-based
unitary space–time constellation designs for colocated multiple
transmit antennas, which was originally proposed in [23]. In
this system model, the transmitter is equipped with M antennas,
and the channel is assumed to remain constant over T symbol
times. The USTM design constructs a constellation of L T ×
M unitary matrices Φ1, . . . ,ΦL such that ΦH

l Φl = IM for l =
1, . . . , L. From this pool of unitary matrices, the transmitted
signal matrix is formed as

√
TΦl. Let Y be the received signal

matrix. The ML receiver for USTM with noncoherent reception
was shown in [23] and [24] to be

Φ̂ = arg max
Φl=Φ1,...,ΦL

tr
{
Y HΦlΦH

l Y
}

. (33)

Hochwald et al. [23] propose a Fourier-based approach in
designing the unitary constellations, which uses ideas from
signal processing theory. In this design, the lth constellation
point Φl can be obtained from the first constellation point
Φ1 as

Φl = Θl−1Φ1 (34)

where

Θ = diag
[
ej 2π

L u1 , . . . , ej 2π
L uT

]
, 0 ≤ u1, . . . , uT ≤ L − 1

(35)

and Φ1 is constructed by selecting M columns of a T × T
discrete Fourier transform (DFT) matrix. The optimal values of
the so-called frequencies u1, . . . , uT are also given in [23] for
the cases of one, two, and three transmit antennas.

Now, we consider the application of USTM for DSTC in
wireless relay networks, where CSI is not available at neither
the transmitter nor the receiver, and hence, noncoherent de-
tection is required. First, the lth codeword vector sl from the
source is formed by taking the diagonal elements of matrix
Θl−1 and scaling by 1/

√
T to meet the power constraint. That

is, sl = 1/
√

T [ej(2π/L)u1(l−1), . . . , ej(2π/L)uT (l−1)]T . Second,
the unitary matrix at each relay is constructed by diagonalizing
one of the columns of Φ1. As an example, the design of Φ1 for
M = 3 transmit antennas and T = 8 given in [23] is

Φ1 =
1√
8

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1
1 ej 2π

8 5 ej 2π
8 6

1 ej 2π
8 2 ej 2π

8 4

1 ej 2π
8 7 ej 2π

8 2

1 ej 2π
8 4 1

1 ej 2π
8 1 ej 2π

8 6

1 ej 2π
8 6 ej 2π

8 4

1 ej 2π
8 3 ej 2π

8 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Then, Ai’s for a three-relay network are formed as

A1 =I8

A2 =diag
[
1, ej 2π

8 5, ej 2π
8 2, ej 2π

8 7, ej 2π
8 4, ej 2π

8 1, ej 2π
8 6, ej 2π

8 3
]

A3 =diag
[
1, ej 2π

8 6, ej 2π
8 4, ej 2π

8 2, 1, ej 2π
8 6, ej 2π

8 4, ej 2π
8 2
]

where the normalization factor 1/
√

8 is dropped to make
AH

i Ai = I8. With this design, the codeword X in (3) is effec-
tively in the form of (34). Therefore, the noncoherent detection
of the codeword vector can be carried out similarly as in (33),
where the received signal matrix Y in (33) is substituted by the
received signal vector y in (3).

A. ML Receiver for DUSTM Over the Partially Coherent
Relay Network

In the partially coherent relay network considered in this
paper, the destination has perfect knowledge of all the channels
from the relays but not the channels from the source to the
relays. This means that gi is known, while fi is unknown, for
i = 1, . . . , R.

Conditioned on {gi} and the transmitted codeword X l, the
received vector y is a circularly symmetric Gaussian vector
with covariance matrix

Λ = γIT + X lGXH
l (36)

where G = diag(β1|g1|2, . . . , βR|gR|2), and

βi =
PiP0Tσ2

Fi

P0σ2
Fi

+ N0
, i = 1, . . . , R.

The received signal has the following conditional probability
density function:

p (y|X l, {gi}) =
exp(−yHΛ−1y)

πT det(Λ)
. (37)

Using the property det(I + AB) = det(I + BA) [25], the
determinant of Λ can be found as

det(Λ) = γT det
(
IT + X lGXH

l

)
= γT det(IR + G)

= γT
R∏

i=1

(
1 +

βi

γ
|gi|2

)

where G = G/γ. Likewise, using the matrix inverse for-
mula [25]

(A + BCD)−1 = A−1 − A−1B(C−1 + DA−1B)−1DA−1

the inverse of Λ can be calculated as

Λ−1 =
1
γ

(
IT + X lGXH

l

)−1

=
1
γ

(
IT − X l

(
G

−1
+ XH

l IT X l

)−1

XH
l

)

=
1
γ

(
IT − X lCXH

l

)
where

C = diag
(

β1|g1|2
γ + β1|g1|2

, . . . ,
βR|gR|2

γ + βR|gR|2
)

.
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The partially coherent ML receiver then becomes

XML = arg max
Xl=X1,...,XL

p (y|X l, {gi})

= arg max
Xl=X1,...,XL

− 1
γ

yH (IT − X lCXH
l

)
y

= arg max
Xl=X1,...,XL

yHX lCXH
l y. (38)

B. GLRT Receiver for DUSTM Over the Noncoherent
Relay Network

For a (fully) noncoherent relay network, neither the CSI of
the relay-to-destination channels nor the CSI of the source-
to-relay channels is known. Since each element of h in (3)
is a product of two complex Gaussian random variables,
the source–relay–destination link is represented by cascaded
fading. Furthermore, p(y|X l) does not appear to have a closed-
form expression. Thus, it is not trivial to derive the optimal ML
receiver for the network. Instead, the suboptimal GLRT receiver
[23], [26] shall be considered.

With GLRT, the receiver first estimates the channel h under
the hypothesis that the codeword X l was sent. From (3),
conditioned on the transmitted codeword X l, {fi}, and {gi},
the received vector y is a Gaussian random vector with mean
X lh and covariance matrix γIT , which is the same covariance
matrix of the noise vector. Thus, the ML estimation of h is

ĥl = arg max
h

p(y|X l,h)

= arg min
h

‖y − X lh‖2. (39)

It then follows that ĥl is given by (note that X l is unitary)

ĥl =
(
XH

l X l

)−1
XH

l y = XH
l y. (40)

Substituting ĥl into (3), the GRLT receiver is expressed as

X̂GLRT = arg max
Xl=X1,...,XL

{
−‖y − X lĥl‖2

}
= arg max

Xl=X1,...,XL

yHX lX
H
l y. (41)

Observe that the GLRT receiver in (41) operates in the
same way as the GLRT receiver for colocated multiple transmit
antennas in [23] and the receiver for DUSTM with DF relaying
protocol in [15] and [16]. Comparing the receiver in (38)
for the partially coherent network and the one in (41) for
the noncoherent network, it can be seen that the difference
is in the existence of the matrix C in the former one. The
matrix C contains the CSI of the relay-to-destination channels.
However, as the signal power becomes large enough, the matrix
C comes closer to an identity matrix, and therefore, the two
receivers are basically the same. This observation is recon-
firmed in Section V with the pairwise error probability (PEP)
analysis.

V. PEP ANALYSIS AND DIVERSITY

A. PEP of DUSTM Over the Partially Coherent Relay Network

This section evaluates the PEP performance of partially
coherent DUSTM and relates it to the constellation design of
DUSTM. Suppose that all the relays are active, which means
that the matrix G is full rank. Kiran and Rajan [12] derive the
PEP for the partially coherent DUSTM, its Chernoff bound, as
well as an approximation for the average SER at the high-SNR
region as follows. Suppose that Xk and X l are two codewords
and Zkl = [Xk,X l] is full rank. Define Rkl = XH

k X l, and
let Rkk = Rll = K. The error probability of decoding to X l

for large η, given that Xk was transmitted, was shown in [12]
to be approximated as

Pk,l|{gi} ≈
γR

det (μ(1 − μ)G)
1

det
(
K − RlkK−1Rkl

) (42)

which is minimized with μ = 1/2.
On the other hand, since y is Gaussian distributed and

XH
l CX l is Hermitian for l = 1, . . . , L, the ML receiver in (38)

can be interpreted as a quadratic receiver [27]. The asymptotic
PEP performance of the quadratic receiver is readily given as
(cf. [27, eq. (28)])

Pk,l|{gi} =
γR

det(G)

(
2R
R

)
det

(
K − RlkK−1Rkl

) . (43)

The two aforementioned PEP expressions differ only in
scaling factor, and they clearly indicate that the effect of
channel coefficients {gi}, which are in G, can be separated
from the effect of the distributed code [12]. In fact, since we
are considering DUSTM for partially coherent networks, K =
IR, and det(K − RlkK−1Rkl) =

∏R
r=1(1 − d2

r), where dr,
r = 1, . . . , R are the singular values of the correlation matrix
XH

k X l. The PEP will be minimized when this product is max-
imized. This is the same condition on the constellation design
of USTM for colocated transmit antennas in [23]. Therefore,
the best Fourier-based constellation design in [23] is also the
best Fourier-based constellation design for DUSTM. As shown
in [12], the system achieves full diversity order equal to the
number of relays if Zkl is full rank for any pair of Xk and X l.
The necessary condition for this is T ≥ 2R, which is similar to
the condition imposed in USTM, T ≥ 2M .

To calculate the symbol error probability, the conditional
PEP expression in (42) or (43) has to be averaged over the dis-
tribution of {gi}. This is analyzed in [12] by performing similar
derivation steps for the coherent DSTC in [6]. An important
remark from such a PEP analysis is that the SER is proportional
to (log P/P )R for the balanced networks (with σ2

F = σ2
G = 1)

as P becomes large enough. Thus, DUSTM over a partially
coherent relay network is able to achieve full diversity order for
very large P , which is the same result obtained for the coherent
space–time coding in [6]. However, for an arbitrary network
topology, the exact PEP and the diversity order depend on the
PA employed. The following lemma establishes the relationship
between the optimal PA in Proposition 2 and the PEP of the
partially coherent DUSTM.
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Lemma 2: Asymptotically, the upper bound on the PEP
of partially coherent DUSTM is minimized with the optimal
PA scheme under the minimum amount of fading constraint.
Maximum diversity order is also obtained by the optimal PA
scheme.

Proof: The exact conditional PEP is given in [12] as

Pk,l|{gi} =
det(IR + G/γ)

2 det
(
I2R + ΨZH

klZkl/(4γ)
) (44)

where Ψ = diag(G,G). To find the unconditional PEP Pk,l,
one needs to average (44) over the distribution of {gi}. Since
taking the expectation over {gi} is difficult, we take the same
approach as in [6] to approximate the random variable γ by
its mean value, i.e., γ ≈ γ̄ = N0(1 +

∑R
i=1 εiσ

2
Gi

). Note that
by the law of large number, this approximation holds almost
surely as R → ∞. Since Zkl is a full-rank matrix with the
Fourier-based USTM design [23], the minimum singular value
of ZH

klZkl, which is denoted as ν2, is nonzero. Then, the
asymptotic PEP Pk,l is (approximately) upper bounded as

Pk,l � E{gi}
det (IR + G/γ̄)

2 det (I2R + Ψν2/(4γ̄))

=
1
2

R∏
i=1

E{gi}

{
1 + βi|gi|2/γ̄

[1 + βiν2|gi|2/(4γ̄)]2

}

=
1
2

R∏
i=1

∞∫
0

(1 + aix)e−x

(1 + ν2aix/4)2
dx (45)

where ai = βiσ
2
Gi

/γ̄. Let 1 + ν2aix/4 = −ν2ait/4. Then,
(45) becomes

Pk,l � 1
2

(
16
ν4

)R R∏
i=1

e
4

aiν2

a2
i

− 4
aiν2∫

−∞

−ait + 1 − 4/ν2

t2
etdt.

(46)

When P0T/N0 becomes large, ai also becomes large, and
e4/(aiν

2) = 1 + O(4/(aiν
2)) ≈ 1. Furthermore, one has the

following approximations when ai is large:

− 4
aiν2∫

−∞

−et

t
dt = − Ei

(
− 4

aiν2

)
= 1 + log

(
aiν

2

4

)

≈ log
(

aiν
2

4

)
− 4

aiν2∫
−∞

et

t2
dt =

1
2

Ei

(
− 4

aiν2

)
+

aiν
2e

− 4
aiν2

4

≈− 1
2

log
(

aiν
2

4

)
+

aiν
2

4

where Ei(χ) =
∫ χ

−∞(et/t)dt, χ < 0 is the exponential integral
function [28]. Clearly, when ai becomes large, the dominant

term of (e4/aiν
2
/a2

i )
∫ −(4/aiν

2)

−∞ (−ait + 1 − 4/ν2/t2)etdt is
(log(aiν

2/4)/ai). Thus, the PEP is upper bounded as

Pk,l � 1
2

(
4
ν2

)R R∏
i=1

log(aiν
2/4)

aiν2/4
. (47)

It can be shown that log(log(t)/t) is a convex function2 for
large t [20]. This means that log(t)/t is a log-convex function
for large t, and one has the following inequality:

R∏
i=1

log(ti)
ti

≥

⎡
⎣R log

(∑R
i=1 ti/R

)
∑R

i=1 ti

⎤
⎦

R

(48)

where the equality holds when t1 = · · · = tR. Applying the
above inequality into the right-hand side of (47), the upper
bound of the PEP is minimized when a1 = · · · = aR, i.e.,
β1σ

2
G1

= · · · = βRσ2
GR

, which also means that the minimum
amount of fading constraint is met. Furthermore, once such
a constraint is met, ai is equal to the average SNR η. Max-
imizing the SNR under the amount of fading constraint will
further minimize the PEP’s upper bound. Note that the PEP’s
upper bound is then proportional to (log η/η)R. Thus, the
maximum diversity order of DUSTM is obtained by the PA in
Proposition 2. �

B. PEP of DUSTM Over the Noncoherent Relay Network

This section considers the PEP analysis of DUSTM over
the noncoherent relay network. Intuitively, the performance of
DUSTM over such a network is worse than that over a partially
coherent relay network. However, as the total transmit power P
becomes very large, it is shown that the two performances are
asymptotically the same.

Recall the GLRT receiver in (41). Suppose that the codeword
Xk was sent, the PEP of decoding to the wrong codeword X l

is given by

Pk,l = Pr
(
yH (X lX

H
l − XkXH

k

)
y > 0|Xk

)
. (49)

Since y is not Gaussian distributed, (41) cannot be interpreted
as a quadratic receiver as in [27]. To calculate the PEP as well
as its asymptotic behavior, reintroduce {gi} into the aforemen-
tioned equation as follows:

Pk,l =E{gi}
[
Pr
(
yH (X lX

H
l −XkXH

k

)
y>0|Xk, {gi}

)]︸ ︷︷ ︸
P̃k,l|{gi}

.

(50)

In other words, Pk,l can be obtained by taking the expectation
of P̃k,l|{gi} over {gi} [29].

Conditioned on a specific realization of {gi}, y is now
Gaussian distributed with zero mean and covariance matrix
given in (36). Since X lX

H
l is Hermitian for l = 1, . . . , L, one

2It can easily be verified that log(log(t)/t) is convex when t ≥ e1+
√

5/2

by its second-order derivative.
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can interpret the GLRT receiver as a quadratic receiver. Thus its
asymptotic performance is given as (cf. [27, eq. (36)])

P̃k,l|{gi} =
γR

det(G)

(
2R−1

R

) (
1 + det(K)

det(K)

)
det

(
K − RlkK−1Rkl

)
=

γR

det(G)
2
(
2R−1

R

)
det

(
K − RlkK−1Rkl

) . (51)

It can be seen that P̃k,l|{gi} in (51) and Pk,l|{gi} in (43) are
essentially the same since 2

(
2R−1

R

)
=
(
2R
R

)
. Thus, conditioned

on {gi}, the performance of the GLRT receiver for the non-
coherent relay network is asymptotically the same as that of
the ML receiver for the partially relay network. Interestingly,
this fact also makes the constellation design of DUSTM for
noncoherent system analogous to the design of the partially
coherent DUSTM. Moreover, the optimal PA scheme under the
minimum amount of fading constraint is also the optimal one in
minimizing the PEP’s upper bound of the noncoherent DUSTM
at high P . To obtain the average SER Pk,l at high P , P̃k,l|{gi}
has to be averaged over the distribution of {gi}, which is similar
to the process discussed in Section V-A.

C. Impact of Nonfunctioning Relays

In designing a good DSTC, reference [6] points out that
the code should be “scale-free” in the sense that it should
have a large diversity product when one or more of the relays
are not functioning. This section investigates the impact of
node failures to the performance of the proposed DUSTM and
whether the decoding rules for DUSTM are still valid in such
situations.

Without loss of generality, it is assumed that the last d
relays out of a total of R relays are not working. As the
destination knows the channels from the relays in the partially
coherent networks, the destination also knows which relay(s)
are not working. Recall the decoding rule for partially coherent
networks in (38), it can be seen that the last d diagonal elements
of matrix C are now zero. Let

C ′ = diag
(

β1|g1|2
γ + β1|g1|2

, . . . ,
βR−d|gR−d|2

γ + βR−d|gR−d|2
)

which is full rank. Define the T × (R − d) matrix X ′
l that

contains the first R − d columns of X l. It is easy to see
that X lCXH

l = X ′
lC

′X ′H
l . The decoding rule in (38) is then

equivalent to

X ′
ML = arg max

X′
1,...,X′

L

yHX ′
lC

′X ′H
l y

which is the same as the decoding rule for the system with R−d
relays. Hence, it is expected that the relay network is able to
achieve the diversity order of R − d at very high P .

In noncoherent relay networks, it might not be possible that
the destination knows which relay(s) are not working. Since
the decoding rule for noncoherent detection in (41) is similar
to the decoding rule for the DUSTM using the SR protocol
in [15], the analysis on the impact of node failures in our

proposed scheme is also similar to that of incorrect decoding
and nonforwarding relays with the SR protocol. It was shown in
[15] [cf. (9)] that when d out of R relays are not functioning, the
PEP derived from the decoding rule (41) decays at the order of
R − d for very large SNR. A similar conclusion could be drawn
for our proposed noncoherent AF DUSTM. Note that in both
the partially coherent and noncoherent receptions, the optimal
frequencies u1, . . . , uT specifically designed for the network
with R relays are no longer optimal for the network with R − d
relays. Finally, it should be shown that to achieve the best SER
performance of the distributed code from the remaining R − d
functioning relays, the optimal PA scheme needs to be adjusted.
Such an adjustment can be readily made from the analysis in
Section III applied to R − d relays.

VI. SIMULATION RESULTS

This section presents the simulation results to illustrate the
performance of DUSTM for some specific configurations of
relay networks that have two or three relays. The data rate
is set at 1 bit/channel use. All the channels are assumed to
remain constant for T = 8. Thus, the codeword X l is an 8 × 3
matrix for three relays, or an 8 × 2 matrix for two relays. The
DUSTM constellations are chosen from the optimal designs
for two and three transmit antennas [23]. Specifically, the
sets of frequencies are {1, 7, 60, 79, 187, 125, 198, 154} and
{220, 191, 6, 87, 219, 236, 173, 170} for two and three relays,
respectively. In all simulations, N0 is normalized to 1.

A. Performance Comparison of DUSTM Over Partially
Coherent, Noncoherent, and Coherent Networks

This section compares the performances of DUSTM over
different types of relay networks, including partially coherent,
noncoherent, and coherent networks. Emphasis shall be given
to the comparison between partially coherent and noncoher-
ent networks to illustrate our analysis in Section V. At each
value of the total power P , the optimal PA scheme derived in
Section III-D is exercised.

Three balanced network configurations are considered,
where σ2

F and σ2
G are used to denote the common variances

of S → R and R → D links, respectively. In the first configu-
ration, the relays are located in the midway between the source
and the destination. The variances of the channel coefficients fi

and gi are set to be unity. As can be seen in Fig. 2, the partially
coherent DUSTM outperforms the noncoherent DUSTM in
both the two- and three-relay configurations. However, the
performance difference is only noticeable at small values of P ,
i.e., over the low-SNR region. As P increases, the performance
curves merge together, which agrees with our asymptotic analy-
sis in previous sections. Another observation is that when P
surpasses 18 dB, the DUSTM for the system with three relays
starts to perform better than the one with two relays and clearly
shows its higher diversity order.

The second simulation investigates the case when the relays
are closer to the source than to the destination. This implies
that the source-to-relay channels experience a much better con-
dition than the relay-to-destination channels. Specifically, σ2

F is
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Fig. 2. Symbol error performance of DUSTM with σ2
F = 1 and σ2

G = 1.

Fig. 3. Symbol error performance of DUSTM with σ2
F = 10 and σ2

G = 1.

assumed to be 10, whereas σ2
G is set to 1. The performance of

DUSTM in this network configuration is shown in Fig. 3.
The next network configuration considered is the opposite

of the second one. The relays are assumed to be closer to the
destination than to the source, with σ2

F = 1 and σ2
G = 10. The

relay-to-destination channels are relatively much better than
the source-to-relay channels. Similar to the first simulation, the
performances of DUSTM in Figs. 3 and 4 for the two types of
relay networks eventually merge as P becomes large enough.
Therefore, it can be concluded that at high SNR, the knowledge
of the relay-to-destination channels have no apparent effect on
the system performance, no matter how good or poor these
channels are compared relative to the source-to-relay channels.
Note that since either σ2

F or σ2
G is increased to 10 in the last two

simulations, it requires less total transmit power P to realize the
full diversity order of the network.

The performance of the coherent decoder (where the CSI of
both source-to-relay and relay-to-destination links are available
at the destination) is also presented in Figs. 2 and 3. As can

Fig. 4. Symbol error performance of DUSTM with σ2
F = 1 and σ2

G = 10.

be seen in these figures, with the same network configuration,
three types of decoders achieve the same diversity order. It
is noted that the coherent decoder outperforms the other two
decoders by approximately 3–4 dB. This observation is similar
to that noted for the performance of USTM in point-to-point
communications where the unitary constellations perform about
2–4 dB better when the channel is known, as compared with the
case of unknown channel [23].

B. Comparison Between DUSTM and a Random Code

In this section, we compare the performance achieved by
the proposed DUSTM with that of a random code, where the
third network configuration (σ2

F = 1 and σ2
G = 10) is used as

an illustrative example. Instead of using the optimally found
frequencies u1, . . . , uT for three transmit antennas [23] as in
the proposed DUSTM, a random code is formed by randomly
generating the frequencies with a uniform distribution between
0 and L. The obtained frequencies used in all the simulations
are {114, 239, 119, 107, 217, 134, 52, 172}. Depending on the
information bits, the source signals for the random code are
formed in a similar process discussed in Section IV. The unitary
relay matrices Ai are kept the same as in the proposed DUSTM.
As can be seen in Fig. 5, under the partially coherent and
noncoherent decoders, the proposed DUSTM outperforms the
random code by about 0.5 dB. This performance advantage
is due to the use of the optimal frequencies designed for the
noncoherent USTM. Note, however, that under the coherent de-
coding rule, the proposed DUSTM performs basically the same
as the random code. This is not unexpected since the optimality
of the frequencies found in [23] and applied in this paper only
holds for partially coherent or noncoherent networks.

Though desirable, it is noted that the optimal frequencies in
USTM can only be found by an exhaustive searching process
[23], which is not practically attractive when the number of
relays is large and when the transmission interval T in DUSTM
is varied. On the other hand, the relatively good performance
of random codes makes them a viable option in designing
DUSTM. More specifically, the source signal is simply formed
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Fig. 5. Symbol error performances of the proposed DUSTM and a random
code with σ2

F = 1 and σ2
G = 10.

Fig. 6. Relay locations relative to the source and destination.

from randomly chosen frequencies, while the relay matrices
Ai are formed by selecting columns of DFT matrices of
size T × T .

C. Impact of PA Schemes

This section presents numerical results of the PA schemes in
unbalanced networks (see Fig. 6). Assume that the source and
destination are located at (0, 0) and (1, 0). In this work, the
location of each relay can be anywhere between the source and
the destination. Here, we assume that the first relay is located at
three quarters away from the source, i.e., location (0.75, 0), and
the second relay is at (0.25, 0). The location of the third relay, if
deployed, is at midway between the source and the destination,
i.e., (0.5, 0). The fading variances are assigned proportionally to
the distance between the transmit and receive terminals, taking
into account the path loss exponent, which is set at 4. Thus,
if σ2

F1
is normalized to 1, then σ2

F2
= 34, and σ2

F3
= (3/2)4.

Similarly, σ2
G1

= 34, σ2
G2

= 1, and σ2
G3

= (3/2)4.
Fig. 7 illustrates the effective average SNR at the destination

with the following three PA schemes: 1) optimal PA with the
minimum amount of fading constraint (AoF const.); 2) optimal
PA without the amount of fading constraint; and 3) equal PA.
The average SNR values are calculated by both the exact
evaluation given in (7) and the approximation given in (8).
A network with three relays is considered. As can be seen in the
figure, given the total power budget P , the optimal PA without
the amount of fading constraint scheme gives the highest SNR,
which is followed by the optimal PA scheme with the minimum
amount of fading constraint. However, there is only one active
relay, i.e., the third relay, in the optimal PA with no amount
of fading constraint. Therefore, although achieving the highest

Fig. 7. Effective average SNR at the destination with different PA schemes.
(“Dash–dot” lines) Exact SNR. (Solid lines) SNR evaluated by (8).

Fig. 8. Performance of noncoherent DUSTM with different PA schemes.
(“Dash–dot” lines) Three-relay system. (Solid lines) Two-relay system.

average SNR, having only one active relay leads to a decrease
in the diversity order (as illustrated in Fig. 8). Furthermore, in
comparing the approximate average SNR to the exact average
SNR, Fig. 7 shows that the approximation taken in (8) is very
accurate, particularly in PA schemes where all the relays are
active. Interestingly, the two evaluations of the average SNR for
the optimal PA with the amount of fading constraint scheme are
almost identical (they cannot be distinguished from the figure).

To illustrate the SER performance of different PA schemes,
networks with two relays (relays 1 and 2) and three relays and
noncoherent detection are considered. Fig. 8 shows a significant
improvement of the optimal PA scheme under the minimum
amount of fading constraint over the equal PA scheme, where
the former one outperforms the latter by 4 and 2.5 dB in the
three- and two-relay networks, respectively. Observe that full
diversity order is obtained with the optimal PA scheme. In
contrast, with only one relay active when exercising the optimal
PA scheme with no amount of fading constraint, the DUSTM in
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Fig. 9. Performance of DUSTM for a three-relay network with different types
of detections and PA schemes. (“Dash–dot” lines) Partially coherent detections.
(Solid lines) Noncoherent detections.

both relay networks can offer a diversity of 1 only, leading to a
much poorer error performance at high SNR.

Finally, Fig. 9 displays the performances of the partially co-
herent and noncoherent detections of DUSTM with different PA
schemes in an unbalanced three-relay network. As can be seen
in the figure, when all the relays are active (under the optimal
PA with the amount of fading constraint and equal PA schemes),
the SER performances of the two decoding schemes eventually
merge at high P . This agrees with our analysis in Section V. It
is noted that the asymptotic performances of the two decoding
schemes do not match when only one relay is active under the
optimal PA with no amount of fading constraint. Furthermore,
both decoding schemes do not collapse with one active relay,
hence, showing the “scale-free” characteristic of the proposed
DUSTM. A similar observation holds for the performances of
the two decoding schemes under different PA schemes in the
two-relay network.

VII. CONCLUSION

This paper has derived a new optimal PA scheme to maxi-
mize the effective average SNR at the destination of a wireless
relay network while minimizing the amount of fading experi-
enced with the network. The derivation allows the relays to
be anywhere between the source and destination and applies
to both types of relay networks considered: partially coherent
(i.e., the relays do not know any channels while the destination
knows the relay-to-destination channels) and noncoherent (i.e.,
the relays and destination do not know any channels). The ap-
plication of Fourier-based DUSTM in wireless relay networks
was also presented. The ML receiver for the partially coherent
DUSTM and the GLRT receiver for the noncoherent DUSTM
were developed. The performances of the two receivers were
analyzed, and it was shown that they are asymptotically the
same. Simulation results illustrated significant performance
improvements achieved by the proposed optimal PA scheme
when applied for DUSTM over both types of networks.
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