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Abstract—As process technology scales, numerous interconnect
schemes have been proposed to mitigate the performance degrada-
tion caused by the scaling of on-chip global wires. In this paper, we
review current on-chip global interconnect structures and develop
simple models to analyze their architecture-level performance. We
propose a general framework to design and optimize a new cat-
egory of global interconnect based on on-chip transmission line
(T-line) technology. We perform a group of experiments using six
different global interconnection structures to discover their differ-
ences in terms of latency, energy per bit, throughput, area, and
signal integrity over several technology nodes. Our results show
that T-line structures have the potential to outperform conven-
tional repeated RC wires at future technology nodes to achieve
higher performance while using less power and improving the reli-
ability of wire communication. Our results also show that on-chip
equalization is helpful to improve throughput, signal integrity, and
power efficiency.

Index Terms—On-chip global interconnect, passive equalization,
performance prediction, transmission line.

I. INTRODUCTION

S semiconductor technology advances in the ultra deep

sub-micrometer (UDSM) era, on-chip global interconnect
has become an ever-greater barrier to acheiving the performance
requirements of increasingly large system-on-chip (SoC) de-
signs. Shrinking of wire geometries results in greater per-unit-
length resistance. Even with a shrinking dielectric constant, an
increasing RC delay per unit wire length is observed as tech-
nology scales. Meanwhile, the average length of global wires,
determined by chip size, remains fixed as technology scales due
to increasingly compelex SoC designs. According to the ITRS
roadmap [1], the RC delay of 1-mm-long, minimum pitch global
wire will be 542 ps at the 45 nm node, while the 10 level fan-out
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of 4 (FO4) delay of minimum sized inverter will be 145 ps at the
same node. A substantial performance gap is growing between
global interconnect and logic gates.

Global wires also consume a significant portion of the total
power in digital systems. In [2], Magen et al. found that inter-
connect power accounted for half the total dynamic power in
a 0.13-pum microprocessor designed for power efficiency. Fur-
ther, nearly one-third of the total power was dissipated in global
wires, comprising global clocks and signals. The widely-used
repeated RC wire structure for global interconnect requires sig-
nificant power overhead because it uses strong repeaters to drive
relatively short wire segments [3]. As shown in [4], to minimize
total latency, the optimal repeated structure has equal amounts
of wire and gate capacitance, which means that half the total dy-
namic power is dissipated in repeaters.

To break the “interconnect wall” caused by the scaling of
global wires, many approaches have been proposed to hasten
on-chip global communication. The repeater insertion method
has been widely adopted [5]. By breaking the long wire into
segments and adding buffers, the repeater insertion method re-
duces total wire delay at the cost of additional power overhead.
To further reduce latency and energy per bit, transmission-line
(T-line) effects of on-chip wires have been utilized by adopting
fat top-layer wires driven by low impedance transmitters [6].
However, the inter-symbol interference (ISI) due to the resistive
loss severely limits the bandwidth of such T-line schemes.! To
counter ISI and increase throughput density, equalization tech-
niques have been employed [7]. Different approaches have been
proposed using passive [8], [9] or active components [7], [10]
to build equalized T-line structures for high-throughput on-chip
global communication.

In this work, six global interconnection structures are
explored and their performance compared across multiple tech-
nology nodes. Extending a previously published conference
paper [11], we add the following features: 1) as a means to
improve the throughput of repeated RC wires, pipelined RC
wire is analyzed and compared with other global interconnect
structures; 2) chip areas consumed by different global intercon-
nect structures are modeled and discussed; and 3) wire length
is added as a new variable in performance models to capture
and study the critical length of different interconnect schemes
in terms of specific performance metrics.

The rest of this paper is organized as follows. In Section II,
the various global interconnect structures are introduced in

ITn this work, bandwidth of interconnect is defined as the highest signal fre-
quency that the whole interconnection system can support in order to meet spe-
cific voltage swing requirement (e.g., full-swing for repeated RC wire and min-
imum detectable voltage for T-line schemes) at the receiver side.
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Fig. 1. Organization of on-chip global interconnect structures.

detail, and approximate analysis is performed to model per-
formance metrics for different structures. Section III discusses
the design methodology for on-chip T-line interconnect and a
framework to optimize such schemes is proposed. Performance
prediction results of different interconnect schemes are shown
in Section IV. In Section V, we discuss the signal integrity
of T-line interconnects, focusing on crosstalk effects. Finally,
Section VI concludes, highlighting several general observations
on performance scaling trends of global interconnect.

II. ON-CHIP GLOBAL INTERCONNECT

This section begins with an overview of the design consid-
erations of different on-chip global interconnect structures. Six
chosen interconnect schemes are then detailed, including the de-
sign and modeling of wires and transceivers. Finally, architec-
ture-level performance metrics of the various structures are an-
alyzed and corresponding scaling trends are discussed.

A. Overview

On-chip global interconnect schemes can be divided into
categories based on the operating region of wires, the signaling
method, and other factors, as shown in Fig. 1. The widely-used
repeated RC wire approach (referred as R — RC in this paper)
belongs to the first category, which uses RC-mode dominant
wires. To improve the bandwidth of repeated RC wires, the
R-RC structure may be pipelined by breaking optimized R-RC
wire into segments and inserting flip-flops. This pipelined RC
wire strategy is subsequently denoted P — RC'. The other main
category utilizing T-line effects of on-chip wires is comprised
of two configurations, namely single-ended and differential
pair, based on their respective signaling methods. For the
single-ended configuration, capacitive or resistive loading
(unterminated or terminated T-line, referred as UT — T'L or
T —TL) can be used at the wire end depending upon the
throughput requirement [12]. For the differential pair configu-
ration, conventional design mainly focuses on the optimization
of T-line transceivers without adopting any equalization (re-
ferred as UE — TL). Passive networks [8], [9] are used in
some recent research to equalize on-chip T-line (referred as
PE — TL) whereas other on-chip equalization implementa-
tions using active circuits or even hybrid structures could be
potential future research directions.
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Fig. 2. Multidimensional design tradeoffs of different global interconnect
structures. For each interconnect structure, the more area the pentagon covers,
the better overall performance can be achieved.

Multidimensional design tradeoffs, which are normally
related to the latency, energy dissipation, throughput, area/cost,
and reliability (noise), should be considered while designing
an on-chip global interconnect scheme. For the six different
structures mentioned above, we use a 45-nm CMOS process
as an example to illustrate the tradeoff relations along multiple
performance dimensions in Fig. 2. By observing this figure,
designers can easily identify complex design tradeoffs and
make determinations based on given specific applications. It
can be seen that, by using 45 nm CMOS, RC wire has advan-
tages in throughput density (using P-RC) and area/cost (for
both R-RC and P-RC) because of their small wire dimensions.
On the other hand, single-ended T-lines (UT-TL and T-TL)
could be used for low-latency application by utilizing wave
propagation. In terms of low energy and noise, differential
T-lines (UE-TL and PE-TL) should be better candidates due
to their larger wire input impedance, low-power transceiver
circuitry, and differential configuration. In order to identify
these complex tradeoff relations at the early-stage and also from
the architecture-level, we have developed simple performance
models to help designers to do approximate but trend-following
estimation, which will be discussed later in Section II-D.

B. Interconnect Schemes

We show the detailed structure for each global interconnec-
tion scheme mentioned in Section II-A and briefly introduce the
features of these schemes as follows.

For repeated RC wires (R-RC), the long wire is divided by re-
peaters into several RC segments. The strength of repeater (size
of inverter) and length of wire segments could be optimized ac-
cording to different design objectives for a given wire geometry.
To further improve the bandwidth, P-RC is proposed as shown
in Fig. 3. Assuming the R-RC wire between two flip-flops is
already optimized based on one specific objective (minimum
latency in this study), the only variable for P-RC wire opti-
mization is the number of flip-flops inserted (a.k.a. pipelining
depth). By utilizing pipeline, bandwidth of the R-RC wire is
improved with overhead of energy and latency, therefore, the
best pipelining depth can be decided in terms of the lowest
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Fig. 5. Differential T-line schemes for on-chip global interconnect.

energy over bandwidth ratio (conceptually similar to the en-
ergy-delay product, refer to Appendix A for the mathematical
derivation). In practice, there is an upper-bound for the max-
imum pipelining depth, so in the following experiments, P-RC
is optimized based on the lowest energy/bandwidth with the
maximum pipelining depth constraint.

For the single-ended T-line schemes (UT-TL and T-TL)
which are shown in Fig. 4, tapered or non-tapered inverter
chain is adopted as the driver and receiver, depending on
different termination scenarios. Compared with unterminated
scheme [as shown in Fig. 4(a)], resistive termination improves
the bandwidth by alleviating the ISI, but lowers the swing of
output signal and burns extra power on the termination. As
a result, a non-tapered inverter chain [as shown in Fig. 4(b)]
is devised to amplify the received signal and recover it back
to digital level. In this kind of single-ended schemes, driver
impedance (and terminated resistance, if any), first inverter
size, and number of stages in the inverter chain are the variables
to be optimized during the design.
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TABLE I
DESIGN PARAMETERS FOR GLOBAL R-RC AND P-RC WIRES BASED ON ITRS
RoADMAP 2007 AND SPICE SIMULATION

Tech Node/nm [ 90 [ 65 [ 45 [ 32 | 22

supply voltage/(V') 1.2 1.1 1.0 0.9 0.8
dielectric constant €, 3.1 29 2.6 2.4 2.1
pcul(ps) - cm) 253 | 273 | 3.10 | 352 | 393
min global pitch/(nm) 300 | 210 | 135 96 75
aspect ratio (A/R) 2.2 23 24 2.5 2.6
min-inv FO4 delay™/(ps) [ 119 [ 84 | 46 [ 28 [ 16
flip-flop T7_,/(ps) 34 24 13 8 4

flip-flop Tetup,/(PS) 22 15 10 6 3

flip-flop Cppr/(fF) 343 | 238 | 17.0 | 9.0 43

*“Data are obtained by simulation using a predictive model [14].

For the differential T-line schemes (UE-TL and PE-TL,
shown in Fig. 5), the tapered differential drivers? could be used
to provide the low driver impedance, whereas at the receiver
side, a sense-amplifier (SA), based on the work [13], is adopted
to amplify the attenuated signal and the following inverter chain
further increases the slew rate to improve signal quality. Circuit
design of T-line receiver has been discussed in the previous
work [9]. In this work, we improve the design there to facilitate
the SA bandwidth by using more sophisticated transistor-sizing
strategy, which improves the bandwidth by about 2x compared
with design results shown in [9]. Since the receiver is designed
and optimized for each given technology individually, noise
and sensitivity performance (capability of recovering 50 mV
voltage difference) of receiver is guaranteed even for smaller
technology node by automated transistor-sizing. As a result,
real performance change of receiver circuit with technology
scaling is modeled and considered during the estimation of
whole T-line structures in this work. For the equalization
approach, the passive-equalized scheme adopts a parallel RC
network at the driver side to flatten the overall frequency re-
sponse by utilizing the high-pass characteristic. In this scheme,
driver impedance, resistance and capacitance value in the
passive equalizer, and terminated resistance are optimized with
the constraint that enough eye-opening should be observed at
the wire-end in order to be safely captured by the receiver.

C. Global Wire Modeling and Implementation

We model on-chip global wires using different approaches
based on operating frequency and wire geometry.

Global RC wires in scheme R-RC are normally represented
by distributed II model composed of wire resistance and ca-
pacitance. Following [4], 2-D closed-from equations in [15] are
utilized to calculate wire capacitance. The wire geometry and
other design parameters for R-RC structure are listed in Table I,
based on the predictions of the 2007 ITRS roadmap [1]. For
P-RC structure, flip-flop parameters including the clock-to-q
time, setup time, and effective capacitance are derived by SPICE
simulation using a predictive device model, as listed in the last
three rows of Table L.

For other T-line schemes, we adopt single-ended or differ-
ential strip-line configurations to model global wires, as shown

2Drivers could be CML or other types, but in following optimization and ex-
periments, differential T-line drivers are assumed to be voltage sources with
output resistance R, to simplify the analysis and optimization.
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Fig. 6. Wire configurations for on-chip T-line schemes. (a) Cross section of
single-ended stripline. (b) Cross section of differential stripline.

TABLE II
PARAMETERS OF ON-CHIP GLOBAL T-LINE USED IN UT-TL/T-TL SCHEMES
W S H T R Zo | fio
(wm) | (pm) | (pm) | (um) | (Q/mm) | () | (GHz)
16 [ 16 | 32 | 24 | 60 |40 | 179

* frc indicates the corner frequency of RC and LC region.

in Fig. 6. For single-ended scenarios, we insert power/ground
(P/G) lines every three wires (shown in Fig. 6(a), following the
typical wiring and power arrangement for global wide data bus
[16]) to provide current return paths in order to form well-con-
trolled on-chip T-line structures. The adjacent orthogonal layers
could be replaced by the ground planes if performing 2-D ca-
pacitance extraction. Considering orthogonal loading, the ca-
pacitance obtained by a 2-D extraction is slightly overestimated
compared with the 3-D value [17], but still acceptable with the
assumption that on-chip loading density and lateral wire-to-wire
coupling are very high.3 The dimensions of this single-ended
T-line structure are listed in Table II, following the settings in
[12]. Fat and unscaled wires implemented on the top-layer are
utilized to reduce the resistive loss in this scenario, first pro-
posed in [18], to alleviate the increasing RC delay of scaled
on-chip wires. With the improvement of device speed, the trans-
mission-line effect does kick in and cannot be neglected while
modeling such fat global wires; on the other hand, it has been
verified by previous research works [6], [12], [17] that on-chip
bus configuration comprising a low-impedance driver and unin-
terrupted fat wire outperforms repeated wire structures in high-
performance applications (e.g., high-end processors [16]) due to
the T-line effect. As a result, we adopt the configuration com-
prising a low-impedance driver and uninterrupted fat wire and
assume the utilized wire geometry shown in Table II maintains
as technology scales. As shown in the last column of Table II,
LC-mode behavior is dominant for this wire geometry, which
speeds up the signal transmission through wave propagation.

3For the narrower lines traveling in the same layer, this is a reasonable approx-
imation. As shown in [6], the impact of orthogonal layers on the capacitance
extraction depends on the wire geometries. When ¢/w ratio is large, coupling
capacitance changes a little with different orthogonal loading scenarios, also al-
leviating the internal reflection due to non-uniform capacitance distribution of
on-chip T-line in the practical cases.
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TABLE III
DESIGN PARAMETERS FOR UE-TL/PE-TL SCHEMES (WIRE LENGTH = 5 mm)

Tech Node/nm [ 90 [ 65 [ 4 | 32 | 22

SA bandwidth(G Hz) 125 | 200 | 400 | 667 | 125
UE-TL wire width/(um) | 0.350 | 0.350 | 0.400 | 0.448 | 0.504
PE-TL wire width/(um) | 0300 | 0.315 | 0.375 | 0400 | 0.444

H =T =5 = 2W for T-lines used in UE-TL and PE-TL.

We also devise a similar coplanar configuration for differen-
tial T-lines as shown in Fig. 6(b). Here, only one pair of wires is
placed in a P/G bay in order to reduce the crosstalk noise. Wire
dimensions of such configuration are determined by the resistive
loss at given signal frequency, which is changing with the tech-
nology. Considering the differential T-line schemes discussed
in this work, the overall signal bandwidth is limited by the SA
in transceiver, as listed in Table III at each technology node.
We derive the minimum wire widths of differential T-lines that
satisfy the eye-opening constraint by binary search and SPICE
simulations, as shown in the third and forth row of Table IIL.4 By
comparison, it can be seen that equalization helps to improve the
data density by supporting narrower wires at the same bit rate.

The modeling and simulation of on-chip T-lines generally
incorporates two steps. First, we extract the frequency-de-
pendent RLGC parameters for the given wire structure using
field solvers. For on-chip wires, since dielectric loss can be
ignored and wire capacitance is basically frequency indepen-
dent, R(f)L(f)C extraction is generally performed [6]. The
frequency-dependent impedance extraction requires a group
of P/G wires located in a signal layer and sub-adjacent layers
(parallel to the signal layer) to serve as return paths in order
to capture the wide-band characteristic of wire inductance
[17]. As a result, parameter extraction can generate the tabular
model or other kinds of SPICE-compatible macro-model. In
the second step, SPICE simulations can be performed to study
transient characteristics and signal integrity. In this work, we
evaluate performance metrics of all the T-line schemes based on
the tabular model generated by 2-D-R(f)L(f)C extraction. As
a more practical modeling approach, a stable compact circuit
model [19] synthesized from 2-D-R(f)L(f)C extraction is
used to study the signal integrity of global T-line schemes, as
discussed in Section V.

The previously discussed T-line structures can be imple-
mented using CMOS process. For single-ended schemes,
T-lines are implemented on the top-layers of copper stacking
with well designed power/ground arrangement to control the
T-line effect, as shown in the bus design for high-end processors
[16]. Differential T-lines also have been implemented recently
for global clock distribution [20]. Similar configuration can be
borrowed here to implement global differential data bus [21].
There is no any further specific layout style required for such
T-line configuration, however, to improve the signal integrity
(e.g., crosstalk), twisted structure might be used for the real
chip designs [20], [22].

4The wire width values in this table are different from the previous work [11]
because of the improved wire width optimization subroutine in this work. It is
shown that narrower T-lines can be utilized to satisfy the eye-opening constraint,
resulting in higher throughput density in the following results and also affecting
other metrics.
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TABLE 1V
MODELING PERFORMANCE METRICS (NORMALIZED DELAY, NORMALIZED ENERGY, NORMALIZED THROUGHPUT, AREA) OF SIX GLOBAL INTERCONNECTION
STRUCTURES USING TECHNOLOGY-DEFINED PARAMETERS

| Structures | R-RC/P-RC [ UTTU/TTL | UE-TL/PE-TL |
Normalized Delay Kiv/e [T+ Kot /L Kiy/er + Ko1/L

Normalized Energy Kie,Vip + KatVEL/L

K1+ KotVEL/L | KitVEp + KatVEL /L

Normalized Throughput 1/(K17m% + Koy/e,7TL)

Kil/7+ K1/L | 1/(K1L\/T + K2mVL)

Area K7L + Kor?

KL+ Ko7° K\L3? + Ko L2/

D. Performance Analysis

An approximate high-level analysis is performed here to
reveal how architecture-level performance metrics of different
global interconnects behave with technology scaling under
the min-d (minimum delay) objective.> As a result, we derive
simple linear models, which can be used for designers to ap-
proximately estimate the performance of different interconnect
structures at the early stage. In the following analysis, basic
technology-determined parameters, including supply voltage
Vbp, dielectric constant ¢,., min-sized inverter FO4 delay 7, as
well as the total wire length L, are chosen to be the variables
to build such models.

1) Latency: For the latency evaluation, we define the nor-
malized delay as

propagation delay
delay,, =

1
wire length b
where the propagation delay includes both the wire delay and
the gate delay (repeaters and flip-flops in RC wires or trans-
ceivers in other T-line schemes).

For R-RC structure, it can be shown that [4]

delay T~ oc /10 CamosTwCw X /€ /T 2)

with the assumption that the output resistance of a min-sized
inverter r is roughly constant across different technologies, and
FO4 delay 7 reduces with the same scaling factor as the feature
size. For P-RC structure, additional delay is introduced by the
inserted flip-flops and is linearly proportional to the pipelining
depth and FO4 delay 7. For long global RC wires (>5 mm)
and advanced technologies (beyond 45 nm), the experimental
results show that the maximum pipelining depth is chosen to
reduce the overall energy over bandwidth ratio. Therefore, in
our simple models, latency overhead of P-RC wire is assumed
to be a linear function of FO4 delay 7 only.6

For other T-line schemes, total latency can be expressed as
the sum of wire delay and transceiver delay. For LC-mode dom-
inant T-lines, normalized wire delay is proportional to |/€,.. The
transceiver delay could be simply represented by the FO4 delay
T linearly.

Considering the total wire length in our delay models, the
final results are shown in the second row of Table IV, where co-
efficients K1 and K, reflect the different process technologies.
It can be seen that if \/¢,. /7 item is dominant in the normalized

SP-RC scheme is optimized based on min-energy/bandwidth w/maximum
pipelining depth constraint, as discussed in Section II-B.

6This assumption also holds for the following analysis of P-RC wire. Re-

garding the performance analysis of ideal P-RC structure without maximum
pipelining depth constraint, refer to Appendix A.

delay expression for the R-RC and P-RC structures, the trend is
an increase in the normalized delay of RC wires as technology
scales. The same table shows the opposite trend for the T-line
schemes, where normalized delay decreases with the reduction
of dielectric constant and scaling of transistors.

The most significant sources of error in our proposed delay
model come from the simple modeling of transistor gate ca-
pacitance and the approximation of the P-RC scheme in the
short wire-length range. As technology scales, the gate capac-
itance per unit width actually reduces instead of being con-
stant,” resulting in the decreasing ¢y, 05 in (2), which partly can-
cels out the RC-wire slowing caused by the wire scaling. Mod-
eling error of the P-RC scheme in the short wire-length range
(L < 3 mm) is due to the neglect of optimal pipelining depth
changing in the delay model. As discussed in Appendix A, the
optimal pipelining depth in terms of lowest energy-bandwidth
ratio reduces as the wire length decreases, and is proportional to
the wire length. Therefore, for the cases with short wire length,
the 7/L item in the delay model of P-RC structure approaches
T, causing relatively larger errors. This type of error source also
applies to energy and throughput modeling of P-RC structure,
as shown below.

Using the proposed delay models, the average percent error
for RC wires is less than 15% and maximum percent error is
limited by 30%. For other T-line schemes, maximum and av-
erage error are less than 13% and 5%, respectively.

2) Energy per Bit: The normalized energy per bit is used
to evaluate the energy dissipation of global interconnect, which
is defined as follows:

energy per bit power

energy, =

wire length  bit rate x wire length’ )
The bit rate for RC wires is assumed to be the inverse of prop-
agation delay over the total wire length for R-RC structure (not
pipelined), or the inverse of delay between two flip-flops for
P-RC structure (pipelined).

As discussed in [4], the normalized energy per bit for R-RC
structure satisfies that

R—RC 2 2
energy,, X ¢ VDp X € Vpp- 4)

For the P-RC structure, additional energy consumed by inserted
flip-flops is represented by CrrV{3p, which is approximately

7CMOS gate capacitance per unit width (C,) equals to €, L/t,., where L
is the channel length, and ¢, indicates the oxide thickness. For long channel
devices, L/, is roughly constant due to the same scaling factor along different
dimensions of transistor, whereas for short channel devices, oxide thickness
cannot scale as fast as transistor width and length due to leakage and process
considerations. Therefore, gate capacitance per unit width decreases as tech-
nology scales. In our study, C,, is 1.5 fF/pm at 90 nm node and 0.8 fF/pm at
22 nm node.
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proportional to 7V3p. Similar to the delay modeling shown
above, linear models are built by combining energy consumed
on wire and gate together, shown in the third row of Table IV.

For T-line schemes, we consider the power dissipation on
the wire and transceiver individually. The power consumed on
T-lines is basically proportional to V3, if assuming wire input
impedance remains constant across technologies. Transceiver
dynamic power is linearly proportional to fC'V2p, where f is
the clock frequency and C represents the total gate capacitance
of the transceiver. Combining these two factors together

energy 2t o« TV /L o TViap /L 5)

with the assumption that cycle time T and gate capacitance C'
scale by the same rate as 7. Linear models based on the anal-
ysis are shown in Table IV. As shown in (4), compared with
RC wires, if €, V3 item is dominant in the total normalized en-
ergy expression, T-lines will consume less energy as technology
scales since 7 shrinks more rapidly than ¢, does.

For energy modeling, the largest errors in R-RC/P-RC mod-
eling come from the same sources as discussed in previous sub-
section. Errors in the modeling of T-lines may relate to the ne-
glect of wire input impedance variations across different tech-
nologies.

As a result, the maximum and average percent errors for RC
wires are less than 34% and 12%, respectively, whereas for
T-line schemes, those values become 27% and 13%.

3) Throughput: The normalized throughput (or throughput
density) is defined as

bit rate
throughput,, = — 6
EAPMIn = (e pitch ©
which is adopted to compare the amount of data can be trans-
mitted for a given cross area in a given time interval.
From (2) and assuming that wire pitch also scales down as
FO4 delay T, it is observed that, for an R-RC structure

throughput %% « 1/(,/&,7L). @)

Regarding a P-RC structure, normalized throughput can be de-
rived from the normalized delay expression. The flip-flop delay
should account for the 72 item in the denominator of normal-
ized throughput expression. The general throughput model for
RC wires is summarized in the third row of Table IV.

Unlike the RC-dominated structures, the bit rate of T-line
schemes is usually limited by the bandwidth of transceivers (ex-
cept for UT-TL, which is determined by the wire itself). As a
result, assuming the transceiver bandwidth is inversely propor-
tional to 7, the bit rate of T-TL/UE-TL/PE-TL structures is in-
versely proportional to 7. For UT-TL, the bit rate is constant as
technology scales, but is approximately inversely proportional
to wire length L. Therefore, a general model of bit rate of T-lines
can be represented by

Bit Rate = C11/7 + Co1/L 8)

where C'1, C are fitting coefficients. Considering wire pitch,
for single-ended T-lines, wire pitch does not change with tech-
nology and wire length. However, for differential T-lines, larger
wire pitch is required as technology scales and wire becomes
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longer. An approximate relation is shown below based on simple
modeling of wire resistance considering dc and ac components
separately,8

Wire Pitch = Cy VL + CoL/ /7 )

where C'1, Cs are fitting coefficients. In deriving this equation,
we neglect the minor change of supply voltage Vpp as tech-
nology scales, and assume the most important frequency com-
ponent of T-line skin effect for each technology is also propor-
tional to 1/7. Combining (8) and (9), we derive the throughput
models for each T-line scheme in Table IV.

For most transceiver-limited T-line structures, even when
considering the increasing wire pitch as technology scales, the
throughput density will still exceed that of an R-RC structure
due to the rapid improvement of transceiver bandwidth.

The proposed model may have a larger error for T-TL scheme
at the most advanced technology node (22 nm) as wire length
increases (>7 mm) because the bandwidth of the overall struc-
ture becomes wire-limited and does not improve as technology
scales.

For throughput models, maximum and average errors of RC
wires are 18% and 9%, respectively. For T-lines, fitting errors
become larger, which are 32% for maximum scenario and 11%
for average scenario.

4) Area: Chip area consumed by different interconnect struc-
tures comprises two parts: wire area and circuit area. Wire area
is the wire pitch multiplied by the total wire length L. The pitch
scaling trend has been discussed in the previous section. Cir-
cuit area will reduce quadratically as technology scales, approx-
imately proportionally to 72. Based on the analysis in previous
subsections, the area model for each interconnection scheme is
shown in the forth row of Table IV.

Typically, wire area dominates total chip area. As a result,
RC wires consume less area compared to T-line structures, and
RC wire area decreases more quickly as technology scales com-
pared to T-line structures. The area of differential T-lines actu-
ally increases as technology scales due to increasing wire pitch.

Area model of RC wires may show a substantial error due
to the reasons cited in the subsection of delay modeling. The
maximum and average errors are 34% and 11% for RC wires.
For T-line schemes, due to the dominance of wire area, fitting
errors are smaller compared with RC wires. The maximum and
average errors are 13% and 4%, respectively.

III. DESIGN METHODOLOGY

In this section, methodologies to design and optimize the six
global interconnection structures are discussed. As previously
mentioned, for the R-RC scheme, we adopt the optimization
framework in [4], which is based on analytical formulae and nu-
merical experiments to study the performance metrics under dif-
ferent design goals across multiple technology nodes. In terms
of the P-RC structure, we develop a simple MATLAB flow to op-
timize the pipeline depth based on the lowest energy/bandwidth
ratio, with the assumption that R-RC wire between flip-flops are

8In (9), the v/L value comes from the dc component of wire resistance,
whereas L/+/T item comes from the ac component of wire resistance, caused
by the skin effect.
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Fig. 7. Design framework for T-line structures

(UT-TL/T-TL/UE-TL/PE-TL).

on-chip  global

optimized and the maximum pipeline depth is given. A detailed
flow description is omitted here for the sake of brevity. For more
information regarding performance analysis of ideal pipelined
repeated RC wires (without maximum pipelining depth limit),
the basis of our pipelined RC wire flow, please refer to the
Appendix A.

This section focuses on the design of on-chip T-line schemes.
Here, we propose a general framework by modeling on-chip
T-line and transceiver circuitry separately and utilizing well-
behaved optimization routines to generate the optimal design
for given design specification, as illustrated in Fig. 7. We will
introduce the application of this design framework on the single-
ended T-line schemes (including UT-TL/T-TL) and differential
T-line schemes (including UE-TL/PE-TL), respectively, in the
following.

A. Single-Ended T-Line Schemes

The methodology to optimize single-ended T-line structures
is proposed and discussed in [12]. Here, we summarize this
methodology according to the general design framework shown
in Fig. 7.

Corresponding to the proposed framework, on-chip wire is
modeled using the frequency dependent tabular model gener-
ated by the field solver, and the characteristic of the transceiver
circuit is obtained by SPICE simulation. Also, we use SPICE to
evaluate the performance metrics of whole structure. Since wire
dimensions are well defined, design variables of interest relate
only to the transceiver circuit (the inverter chain), including the
first inverter size S; and number of stages N. For the terminated
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scheme (T-TL), termination resistance Ry, also needs to be opti-
mized for achieving high throughput. The optimization routine
for this kind of scheme is comprised of two phases, namely de-
termining the optimal clock rate and choosing the optimal vari-
ables in terms of the given objective. Finally, signal integrity is
studied by SPICE simulation and the framework outputs the op-
timal design variables and corresponding performance metrics.

B. Differential T-Line Schemes

For differential T-line schemes, the adopted methodology is
based on the constrained nonlinear programming formulation
[8] and sequential quadratic programming (SQP) approach [23].
We discuss the details of this flow corresponding to the frame-
work in Fig. 7 as follows.

The flow begins with modeling of wires and transceivers
using different means. For on-chip wires, 2-D-R(f)L(f)C
tabular model is still utilized. For the transceiver circuit,
though, we adopt a closed-form equation-based model, which
is generated by fitting SPICE simulation data.® To evaluate the
performance metrics of the whole structure, we combine the
models of wire and transceiver together, and then utilize the
approach in [24] to estimate the wire-end eye-opening. The
optimization routine for differential schemes initially tries to
find the smallest wire dimension that satisfies the eye-opening
constraint by using binary search (which generates the data
in Table III), and then calls the SQP subroutine to optimize
the design variables for the given design objective. The de-
sign variables include driver impedance R, passive equalizer
parameters Ry, C4 (for PE-TL structure), and termination
resistance R;. The key element in formulating the differential
schemes is the eye-opening constraint. In this work, we choose
the method used in [8] to consider this constraint by adding
an exponential item to the cost function. After optimization,
we check the signal integrity and finally output the system
performance metrics.

IV. PREDICTION AND COMPARISON OF
PERFORMANCE METRICS

Applying the design methodologies discussed in Section III,
we perform the experiments in this section to study the perfor-
mance metrics of our six different global interconnect structures
under the min-d design objective across technology nodes, from
90 nm down to 22 nm.

A. Experimental Settings

For parameter extraction of on-chip lossy T-lines, we use the
2-D field solver CZ2D of the EIP tool suite from IBM [25]
to build T-line structures shown in Fig. 6, and extract the fre-
quency-dependent tabular model for SPICE simulation. For cir-
cuit design and modeling, we adopt a predictive transistor model
[14], which is a Synopsys level3 MOSFET model with the pa-
rameters tuned following the ITRS roadmap.

9The details of these models can be referred to [8]. In this work, we adopt the
same closed-form equations but recalculate the coefficients based on the newer
receiver circuit design generated. As shown in [8], these equation-based models
can achieve less than 2% and 5% relative error for the delay and power fitting,
respectively.
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Fig. 8. Normalized delay of different global interconnection structures under
min-d objective.

For system simulation and optimization, HSPICE is used
to simulate the transient response of wires, evaluate the per-
formance of circuit and the entire interconnection structure.
Linear and nonlinear regression methods and SQP routine
implemented in MATLAB are adopted to build circuit models
and perform optimization.

In our study, we set the maximum pipeline depth to 20, and
choose 5 mm as the wire length (which represents typical critical
length for on-chip global interconnect) to evaluate and compare
the performance metrics of different structures. Power dissipa-
tion is estimated using a PRBS pattern with the activity factor
around 0.23. We also extend each experiment to different wire
lengths (0.5, 1, 3, 7, 9 mm) to study the wire length crossing
points for some representative structure pairs in terms of dif-
ferent performance metrics, as shown in Section IV-D.

B. Latency

A comparison of the normalized delays of various global
interconnect structures under the min-d objective is shown
in Fig. 8. The trends of normalized latency with technology
scaling verify our previous analysis in Section II-D. Normalized
delay of R-RC structure increases due to the dominant effect of
/€ /7 on the total latency, whereas latency of P-RC decreases
as the flip-flops dominate the total delay. Therefore, the latency
penalty of pipelining RC wires is alleviated as technology
scales.

On the other hand, due to the opposite scaling trend, all T-line
structures outperform R-RC in terms of latency beyond the 90
nm node. The single-ended T-lines achieve lowest delay across
all the five technology nodes. At 22 nm node, all the T-line struc-
tures show a similar delay around 8 ps/mm, whereas this number
is 60 ps/mm for R-RC and around 90 ps/mm for P-RC. There-
fore, a delay reduction of at least 87% could be obtained by re-
placing global RC wires with T-line structures in this scenario.
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Fig.9. Normalized energy per bit of different global interconnection structures
under min-d objective.

C. Other Metrics

Under the min-d objective, every interconnection scheme
shows a decreasing trend in energy dissipation as tech-
nology scales (see Fig. 9), verifying our previous analysis in
Section II-D. RC wires consume the largest energy among all
six interconnection structures. Pipelining, under the optimiza-
tion criterion of min-d, increases the energy of R-RC further
due to the additional energy consumed by flip-flops, but this
overhead decreases as technology scales because of the scaling
of flip-flop capacitance. On the other hand, T-line structures
consume less energy at each technology node. Beyond the 65
nm node, differential T-lines (UE-TL/PE-TL) consume the
least energy due to power efficient SA-based receivers and
the higher bit rate achieved by reducing signal swing at the
wire-end. Further, the energy per bit could be reduced by nearly
40% using a passive equalizer. At the 22 nm node, differential
T-line schemes will reduce the energy per bit by two orders of
magnitude compared with RC wires.

The throughput density of different schemes under the min-d
objective is shown in Fig. 10. As discussed in Section II-D, this
metric is improved for all the schemes as technology scales (ex-
cept for UT-TL, which throughput density is constant, limited
by the wire itself). P-RC achieves the highest throughput den-
sity across all the technologies by increasing the R-RC band-
width using the smallest wire pitch. For T-line schemes, dif-
ferential T-lines have larger throughput density compared with
single-ended ones because of the higher achievable bit rate by
utilizing SA-based receiver. Furthermore, the introduction of
passive equalization makes the utilization of narrower wires
possible, increasing the density even further. Beyond 45 nm
node, differential T-lines will finally outperform R-RC in terms
of throughput density.

The chip areas consumed by the various interconnect struc-
tures are compared in Fig. 11. According to the analysis per-
formed in Section II-D, assuming wire area is dominant in total
area consumption, RC wire area will decrease exponentially as
technology scales, whereas area of other T-line schemes will
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remain the same (single-ended T-lines) or even increase (differ-
ential T-lines), as shown in Fig. 11.

D. Critical Length

A critical length study is also performed by running the opti-
mization flow in several different wire lengths, from 0.5 to 9
mm. The results are summarized in Fig. 12. In this figure, a
dashed line and dotted line located on the upper and lower sides
indicate the upper-bound and lower-bound of wire length for
on-chip global interconnects, corresponding to 10 and 0.5 mm,
respectively. We chose eight representative interconnect struc-
ture pairs, and show the scaling trend of their critical lengths in
terms of four different performance metrics. As an illustration,
for “Delay:PE-TL versus R-RC” case, which corresponds to the
solid line with upper triangle marker, the critical length at 90 nm
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Fig. 12. Critical length of several chosen interconnect structure pairs in terms
of different performance metrics under min-d objective.

node is about 2.5 mm, which means that when the wire length is
larger than 2.5 mm at this node, PE-TL will outperform R-RC
in terms of normalized delay. Based on this illustration to un-
derstand Fig. 12, we make the following general observations.

1) As technology scales (beyond the 45 nm node), T-line
schemes will outperform RC wires in terms of normalized
delay and energy within the entire length range of on-chip
global wires.

2) In terms of throughput, at the 22 nm node, PE-TL will out-
perform R-RC while wire length is larger than 1 mm, and
UT-TL will be replaced by T-TL within the entire length
range.

3) Single-ended T-lines will consume less chip area com-
pared with differential counterparts for longer wire lengths.
At the 22 nm node, T-TL occupies less area than PE-TL
and UE-TL when the wire length is longer than 5.4 and 4.5
mm, respectively.

V. SIGNAL INTEGRITY

In this section, we discuss the signal integrity issues of dif-
ferent interconnection structures, with the focus on the T-line
schemes. Basically, we will study signal integrity by simulating
the maximum crosstalk noise at the wire-end of quiet lines and
the eye-height with and without crosstalk effects. For the max-
imum noise simulation, based on the previous work [26] and
SPICE simulations, the worst case switching patterns of single-
ended and differential T-lines are given in Fig. 13. In terms of
eye-height simulation, HSPICE transient simulations for 500
cycle times are performed using one or several different PRBS
input patterns. All the experimental results are summarized as
follows.

A. Single-Ended T-Lines

Single-Ended structures tend to be more sensitive to noise.
For the unterminated scheme (UT-TL), simulation shows that
the maximum peak noise will be 380 mV at 45 nm node (1
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TABLE V
CROSSTALK EFFECTS ON THE T-TL STRUCTURE

| Tech Node/nm [ 90 [ 65 [ 45 ] 32 [ 22 ]
Cycle Time/(ps) 90 70 40 25 15
Max Xtalk Noise/(mV) 212 188 | 170 | 137 78
Eye Height w/o Xtalk/(mV’) | 1002 | 851 | 769 | 574 | 405
Eye Height w/ Xtalk/(mV) 750 740 | 706 | 539 | 383
| Supply Voltage/V’ [ 12 J11 ] 10 ] 09 ] 08 |
TABLE VI
MAXIMUM CROSSTALK PEAK NOISE (mV) OF DIFFERENTIAL T-LINE
STRUCTURES

[ Tech Node/nm [ 90 [ 65 [ 45 [ 32 ] 22

UE-TL 7 8 10 | 11 | 13
PE-TL 2 6 8 10 | 13

V supply voltage),!0 and this situation could be more severe as
the technology scales since the supply voltage drops. Therefore,
considering the crosstalk, full-swing signals cannot be guaran-
teed at the wire-end, which makes this conventional on-chip bus
structure less reliable at advanced technology nodes in spite of
its high-performance.

In comparison, T-TL provides improved noise performance
as well as higher bandwidth. Since the cycle time of this struc-
ture changes as technology scales, we perform the simulation
at different nodes and summarize results in Table V. The peak
crosstalk noise reduces with technology scaling due to the re-
duced termination resistance and supply voltage (can be derived
based on the formula presented in [28]). At the 45 nm node, the
noise is only 170 mV, less than half that of UT-TL. Eye-heights
also reduce because of the increasing bit rate. However, an eye
around 380 mV could still be achieved at the 22 nm node even
with the impact of crosstalk noise.

B. Differential T-Lines

Differential T-lines enjoy greater immunity to crosstalk due
to the termination resistance and the impact of common-mode
noise rejection [29]. Similar crosstalk peak noise simulations are
performed using the switching pattern described in Fig. 13(b)
for UE-TL and PE-TL structures, and the results are listed in
Table VI. The table shows that peak noise is far lower in dif-
ferential T-lines than that of single-ended T-lines. Even with
the higher inductive coupling as the bit rate increases, the peak
noise in the differential T-line is only around the 10 mV range.

10Here we follow the crosstalk simulation method in [27] and focus on the
far-end noise (FEN). [27] also provides a more comprehensive study on the fre-
quency-dependent crosstalk effects of on-chip single-ended unterminated data
bus.
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Fig. 14. Influence of crosstalk effects on the eye-height of UE-TL and PE-TL
structures.

Eye-heights with and without crosstalk effects for two
differential T-line structures are simulated and illustrated in
Fig. 14. For UE-TL structure, the optimal eye-height reduces as
technology scales due to the increased bit rate. Considering the
crosstalk, it will be harder for this scheme to meet the 50 mV
eye constraint at advanced technology nodes (see the violation
at 22 nm node). In comparison, by using passive equalization,
PE-TL can achieve larger than a 70 mV eye across all technolo-
gies even in the presence of crosstalk. Therefore, equalization
improves signal integrity by boosting the eye-heights at higher
bit rates.

VI. DISCUSSION AND CONCLUSION

A. Discussions

In this work, latency was chosen to be the design objec-
tive for different interconnect schemes specifically designed for
global wires (e.g., wide bus) in conventional high-end proces-
sors. To meet the increasing demand for computing capacity as
process technology scales, throughput-centric interconnect de-
sign has become a hot research topic. New computing architec-
tures have appeared, such as multicores and networks-on-chips
(NoCs) [30]. New design metrics have also been proposed to
balance throughput, energy, and chip area during the intercon-
nect planning stage for different applications, as shown in [31].
Conventional repeater insertion with min-d optimization cannot
satisfy the increasing bandwidth requirement for global inter-
connect. To enhance signal bandwidth, pipelining and other sim-
ilar concepts (e.g., wave-pipelining [32]) are utilized to compen-
sate for this performance gap. Since the purpose of our paper
is to explore the potential of different interconnect options in
high-performance applications, we did not include much op-
timization freedom during the preliminary study of the P-RC
scheme.!! By adopting voltage scaling, buffer and wire sizing,
the performance of P-RC scheme can be more fully studied, and
the energy gap between RC wire and T-lines could perhaps be

11 Actually, the optimization here for P-RC is only one of possible choices,
with only one design variable (pipelining depth V) tuned. The complete solu-
tion space could be a continuum ranging from extremely high throughput (high
energy cost) to the limit of no pipelining (equivalent to R-RC).
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reduced. This would be an interesting future research topic, ex-
ploring a different direction.

Some research has been done recently regarding chip-level
CMOS implementation of novel global interconnect (e.g., un-
interrupted RC wire, equalized on-chip interconnect, etc.) [10],
[22]. For the state-of-the-art equalized on-chip interconnect de-
sign using a 90 nm process [10], measured throughput density is
similar to our prediction for differential T-line scheme (about 2
Gb/s/pm), and energy per bit is about 1/2 of the passive equal-
ized T-line scheme (about 700 fJ/b). Another possible option
for global interconnect is low-swing signaling on RC wire, ac-
cording to a recent study [33]. Although the energy dissipated
using such a scheme can be very low (similar or even lower than
T-line schemes based on 0.13-pm simulation results), its latency
is very large (2—4 x of repeated RC wires). Therefore, we did not
include reduced-swing RC signaling in this study.

B. Conclusion

In this paper, we compare six different global interconnect
structures in terms of latency, energy per bit, throughput, chip
area, and signal integrity, across technology nodes ranging from
90 nm down to 22 nm. A set of simple linear models is provided
to link the architecture-friendly performance metrics of these in-
terconnect structures with technology-defined parameters, and
is verified by experimental results. A general design framework
is introduced to optimize and evaluate the performance metrics
of on-chip T-line interconnects.

Several observations based on the performance trends ob-
served with technology scaling are summarized as follows:
1) T-line structures have the potential to replace RC wires at
future technology nodes due to improved delay, energy per
bit, throughput density (compared with R-RC), and reliability
(crosstalk noise), but such schemes consume greater chip area;
2) differential T-lines are better for high-throughput, low-power,
and low-noise application compared with single-ended coun-
terparts; and 3) equalization approaches (such as passive
equalization) can be utilized for on-chip global interconnects
to improve throughput density and reduce energy dissipation.

APPENDIX A
PERFORMANCE ANALYSIS OF IDEAL PIPELINED
REPEATED RC WIRES

We analyze the performance metrics of pipelined repeated
RC wire without maximum pipelining depth limit in the fol-
lowing, and define some parameters shown in Table VII. Using
the above defined parameters, and assuming the energy and
delay is evenly distributed within each pipelining stage the
same as in previous long R-RC wires without flip-flop insertion,
formulae for performance estimation can be derived as follows:

Latency = NTrp + trcL (10)
NCFFVSD + ercL
Power = (1
Trr + tRc(L/N)
1
Bandwidth = (12
Trr +trc(L/N) )
Energy = NCppVip + erc L. (13)
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TABLE VII
DESIGN PARAMETERS USED IN PERFORMANCE ANALYSIS OF P-RC STRUCTURE

[symbol[description

N |Pipelining depth (# of flip-flops inserted)
L |Total wire length
Trr |Total latency of flip-flop (sum of T, and Tsetup)
C'rr |Effective capacitance of flip-flop (obtained by power simulation)
trc |Normalized delay of optimized R-RC wire
erc |Normalized energy of optimized R-RC wire

To derive the optimal pipelining depth IV, we take the derivative
of Energy/Bandwidth, and let it equal zero. The optimal NV is
shown to be

erctrc I

Nope = | =RCRC
Pt CrrVipTrr

(14)

which is proportional to the wire length and shows an increasing
trend with technology scaling. If there is no limit on the upper-
bound of pipelining depth (ideal P-RC case), the performance
metrics of P-RC in terms of min-Energy/Bandwidth can be
obtained by plugging in (14) back to (10)—(13)

trcT
Latency = | (| “BC"RCTFE 4 yoe | L (15)

CFFVDD
Power = (e"l> L (16)

TrF
1
Bandwidth = — 17
Trr +trey) = B2
trcCrrVy

Energy = CRCIRCTFE VDD +erc | L. (18)

Trr

It can be seen that, for ideal P-RC structure, most metrics (la-
tency, power, energy) are linearly proportional to L, except for
the bandwidth, which is independent of the wire length L. Also,
the bandwidth increases nearly exponentially as the technology
scales, similar to the trend of transistor performance scaling.
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